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ABSTRACT

Low cost RGB-D cameras (or sensors) have significant potential for enhancing the
performance of visual sensor network (VSN) applications. RGB-D sensors supple-
ment the conventional red-green-blue (RGB) color information with per-pixel depth
data. VSNs, when equipped with RGB-D sensors, open up possibilities for new and
innovative application areas. However, to reach their full potential, they need to use
their limited battery supplies very frugally, and operate autonomously. Distributed,
scalable algorithms must form the backbone of a VSN system architecture.

A fundamental requirement of autonomous operation is that a VSN node needs
to determine its pose (the location and orientation of its sensors), and use its
communication channels as efficiently as possible. The volume of visual and depth
data, generated by the sensors of a VSN, is inevitably going to be large. When
sensors operate in many hostile environments (especially for disaster recovery,
search and rescue operations in confined spaces), this communication problem
affects the system overall performance significantly. Such critical situations present
immense challenges for efficient data transmission and storage, particularly over
shared wireless channels. It should also be noted that conventional localization
methods such as GPS (Global Positioning System) cannot be accessible in the places
where the sensors operate, such as indoor and underwater environments.

This thesis offers novel solutions to the above-mentioned problems. In the first
part of the thesis, we present a solution to the sensor pose estimation problem by
using color and depth information captured by each RGB-D sensor. We provide
an algorithm which computes the relative pose between two sensors by matching
the depth images in a distributed manner. Then, we use this algorithm together
with graph theory based techniques to develop a self-calibration method which
determines each sensor’s pose in a network of multiple RGB-D camera nodes.

In the second part of this thesis, we address the problem of efficient data commu-
nication under bandwidth constraints. In order to reduce the VSN communication
load, we provide new algorithms that allow in-node detection of redundant visual
information to avoid its transmission and storage. We achieve this by determining
the correlated regions in the captured imagery with the help of the sensor pose
estimation methods presented in the first part of the thesis. We introduce a depth
video compression scheme for a single mobile RGB-D sensor; then, we develop a
collaborative color and depth data coding mechanism for multiple sensors with
overlapping fields-of-view.

Experimental results obtained on an experimental VSN testbed show that the
sensor pose estimation and collaborative data coding mechanism presented in
this thesis is able to decrease the overall communication load by approximately
40%, leading to a 55% reduction of a sensor node’s energy consumption due to a
significant reduction in the number of required packet transmissions.
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CHAPTER ONE

INTRODUCTION

1.1 Visual Sensor Networks

After decades of intensive worldwide research and development efforts, wireless

sensor networks (WSNs) are becoming a mature technology. The latest advances

in video technology, inexpensive camera sensors, and distributed processing al-

low the wide utilization of image sensors in WSNs. It has resulted in a new

paradigm— visual sensor network (VSN) [SH09]. VSN is a group of networked

smart cameras with image/video capturing, computing and wireless communi-

cation capabilities powered by on-board batteries. Rich information is provided

on situation awareness by observing and processing image/video data. VSN is

becoming increasingly popular to measure and estimate quantities of interest at

spatially distributed locations. It promises a wide range of innovative applica-

tions, such as multimedia surveillance [Cuc05, PVFC13], environmental monitor-

ing [MQC11, OS12], multimedia-aided navigation [CMMV12, YG11], industrial

process control [MP11, MMLB13] and localization services [KQ11, KGS05].

1.1.1 Characteristics and Design Challenges

Compared with a single visual sensor operation, VSNs have the advantages of

faster task completion, more extensive coverage, decreased vulnerabilities to sensor

failures, and higher estimation accuracy through sensor fusion. Compared with

conventional WSNs that provide 1D scalar data, VSNs with image sensors can
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provide 2D or even 3D sets of data points. Moreover, a camera’s sensing model is

inherently different from the sensing model of any other types of scalar sensors.

These two principal differences between VSNs and WSNs raise three major design

challenges for VSNs: resource requirements, local processing, and sensor location

and orientation, which are explained in the following paragraphs.

Resource Requirements

The additional dimensionality of the data set results in richer information and

better awareness of the surrounding environment. Simultaneously, the additional

data also lead to a higher complexity of data processing/analysis and much higher

bandwidth/energy consumptions. These characteristics result in more design

challenges regarding the vast visual information delivery in the networks.

The lifetime of each visual sensor depends on the on-board battery, the usage

of which is proportional to the energy required by the sensing, processing and

transceiving modules. The large amount of image data generated by networked

sensors consumes huge amounts of energy on processing and transceiving, which

are much more expensive than conventional WSNs. Furthermore, most VSN

applications require the delivery of the visual content with a certain level of quality-

of-service (QoS). The energy, bandwidth and processing capability constraints of

the sensor nodes, as well as the nature of the wireless links that interconnect them,

are much severer. Higher bandwidth and more sophisticated processing techniques

are required to deliver and process the visual information in VSNs.

Local Processing

Local (on-board) processing refers to the techniques of processing the image data by

each visual sensor immediately after this data has been captured. Local processing

of the image data helps to reduce the overall amount of data that is required to

be stored and transmitted in the network. Local processing can involve many

types of lightweight image processing algorithms, such as background subtraction

2



Figure 1.1: 2D directional sensing model

for motion detection [Pic04, BHH11] and feature detection for object classification

[ADB`04, ABC`03, KGSL05]. Generally, depending on the various applications’ re-

quirements, visual sensors should be able to provide different levels of intelligence,

which are determined by the complexity of the processing algorithms.

Sensor’s Location and Orientation

In conventional WSNs, the sensing range of scalar sensors can be approximated to

a round disk with a fixed radius [HT03]. The sensing and connectivity scopes of

scalar sensors are equivalent and associated with the sensors’ vicinity. In VSNs, as

cameras capture images of distant scenes from a certain direction, the sensing range

of visual sensors can be characterized as a sector, specified by the orientation and

radius parameters. The maximum volume visible from a visual sensor is defined

as the field of view (FoV). The depth of field (DoF) is the distance between the

nearest and farthest targets in the FoV that can be observed by a visual sensor

clearly [CG10]. Fig. 1.1 shows a simple graphical 2D representation of a typical

visual sensor’s FoV. The viewing angle is “2α” and “r” is the sensing radius.

The characteristic of directional sensing results in an important difference in

localization algorithms between conventional WSNs and VSNs. In a conventional

WSN, when sensors are geographically close, they sense a similar scene and have

similar measurements. Therefore, WSN applications only need to know sensor

3



location information. However, in a VSN, sensors which are geographically close

may not sense a similar scene due to orientation differences or visual occlusions.

Therefore, in addition to sensor location information, each sensor’s orientation

information must be acquired by VSN applications.

The combination of camera’s location and orientation is referred to as the pose of the

camera. This information can always be acquired through a camera calibration

process, which retrieves the camera’s intrinsic and extrinsic parameters. Estimation

of calibration parameters usually requires correspondences between multiple sets

of patterns extracted from the images captured by different cameras. In order to es-

tablish the correspondences, some algorithms require specially designed calibration

patterns to be visible in all images, or the precise pose information of calibration

patterns/objects have to be known [CDS00, Zha00]. Some other algorithms using

the visual features do not require special calibration patterns and can match feature

points between different images [LF06, BBD14]. Based on the camera calibration pa-

rameters, a deployment map with the sensor’s location and orientation information

in the VSN can be established.

1.1.2 RGB-D Camera-Equipped Visual Sensor Networks

With the invention of low-cost RGB-D cameras such as the Microsoft Kinect

[FSMA10] , high-resolution depth and visual (RGB) sensing has become avail-

able for widespread use. Kinect was initially used as an input device by Microsoft

for the Xbox game console [kin]. With Kinect, people are able to interact with

games without the need to touch a controller. With Kinect’s wide availability

and much lower cost than traditional 3D cameras (such as stereo cameras [SL04]

and time-of-flight (TOF) cameras [FAT11]), many researchers and practitioners

in computer vision, multimedia, and robotics communities have discovered that

the depth sensing technology of Kinect can be extended far beyond the gaming

industry. Furthermore, the complementary nature of the depth and visual infor-

mation gives Kinect the potential to find new solutions for classical problems in

4



Figure 1.2: A Microsoft Kinect RGB-D camera, shown installed vertically on Monash
University’s experimental mobile robot “eyeBug” to construct a mobile RGB-D
sensor. Samples of captured color and depth images are also shown.

various research fields, including three-dimensional (3D) mapping and localization

[HKH`12, EHS`14], or scene/object reconstruction [NDI`11, KK13].

Microsoft Kinect (shown installed on WSRNLab’s [wsr] experimental robot

eyeBug in Fig. 1.2), contains an RGB camera and an IR projector-camera pair, which

can produce color images with per-pixel depth information at a rate of 30 fps.

As described by its inventors [FSMA07], depth is measured via a triangulation

process that is based on the detection of transverse shifts of local dot patterns in

the IR speckle with respect to its reference patterns at a known distance to the

device. This process is repeated for all local regions in the IR speckle and produces

a disparity-based depth image. The default RGB video stream provided by Kinect

is in 8-bit VGA resolution (640ˆ 480 pixels) and the monochrome depth video

stream is also in VGA resolution with 11-bit depth, which provides 2,048 levels of

sensitivity.

Implementing the low-cost, small-size Kinect sensor in VSNs makes it possible

to collect depth data distributively in cost-effective ways. RGB-D camera-equipped
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VSNs, by using the additional depth data, can significantly enhance the perfor-

mance of conventional applications, such as immersive telepresence or mapping

[SEE`12, TZL`12], environment surveillance [CPS11, LXW`12], or object recogni-

tion and tracking [AJ13, AZD13], and provide possibilities for new and innovative

applications [RYMZ13, WLC15]. The value of VSN applications is even more im-

portant, especially in places that humans are not able to access, such as search

and rescue operations after earthquakes or nuclear accidents. An illustrative sce-

nario is shown in Fig. 1.3. On the other hand, RGB-D sensors inevitably generate

vast amounts of visual and depth data. The extra depth information provides

opportunities to determine sensor pose in different approaches from the calibration

methods for conventional camera sensors. However, the huge amount of color and

depth data results in very severe constraints with limited resources. The energy,

bandwidth, and processing capability constraints of the sensor nodes still exist and

are much severer. Therefore, new methods which consider the characteristics of depth

sensing are urgently required for VSNs equipped with RGB-D cameras.

1.2 Thesis Objective and Contributions

To summarize, this thesis investigates two major challenges posed by RGB-D

camera-equipped VSNs: (1) RGB-D sensor pose estimation, and (2) RGB-D data

communication. Several algorithms have been proposed to accurately estimate

sensor pose information and achieve efficient color and depth image communica-

tion over the network in indoor scenarios. The main contributions of this thesis are

presented below and shown in Fig. 1.4.

1.2.1 RGB-D Sensor Pose Estimation

In VSNs, visual sensor pose estimation is a prerequisite to accomplish a wide range

of collaborative tasks. Therefore, this thesis first focuses on estimating RGB-D

sensor location and orientation.

6



Figure 1.3: An indoor mapping and exploration scenario showing the Monash
University’s RGB-D camera equipped experimental mobile sensors “eyeBugs”
[DLL`11, eye11]. A typical application would be mapping indoors after a dis-
aster such as the Fukushima nuclear reactor accident. As shown in the diagram,
there are numerous challenges that need to be addressed. In this thesis, we tackle
the sensor pose estimation and bandwidth efficient data transmission problems.

1. Depth Image Registration for Relative Pose Estimation

The first important contribution of this thesis is an algorithm which estimates

two RGB-D sensors’ relative poses by determining the correlation in over-

lapping sensor observations. It is a peer-to-peer, distributed depth image

registration algorithm, estimating the relative pose between multiple sensors

when sensors observe a common scene from different viewpoints.

In this algorithm, a maximum likelihood framework based on the beam-based

sensor model [TBF05] is devised and incorporated with the Iterative Closest

Point (ICP) algorithm to enhance the limited performance of ICP variants in

relative pose estimation. The proposed framework can eliminate the adverse

effects of the situations where two views of a scene each are partially seen
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Figure 1.4: Contributions of the project.

by the sensors. Then, in order to cancel the bias introduced by the beam-

based sensor model, we have developed a scheme that allows the algorithm

to symmetrize across the two views. The algorithm was implemented and

tested both on a laptop and our visual senor network testbed comprised of

mobile RGB-D sensors.

2. Self-Calibration Algorithms

The second important contribution of this thesis is a self-calibration algorithm

which determines each sensor’s pose globally in the network. We first model

a visual sensor network as an edge-weighted graph. The graph represents

FoVs of sensors as vertices and overlapping FoVs as edges, respectively.
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Then, based on this model, and by using the real-time color and depth data,

the sensors with shared FoVs estimate their relative poses in pairwise. Our

approach assumes that each sensor in the network has overlapping FoV

with at least one another sensor and the visual sensors have been internally

calibrated prior to deployment. The system does not need the existence of a

single common view shared by all sensors, and it works in 3D scenes without

any specific calibration pattern or landmark. Since the proposed scheme

distributes working loads evenly in the system, they are scalable and the

computing power of the participating sensors is used efficiently.

1.2.2 Efficient RGB-D Data Communication Schemes

This thesis then focuses on removing the redundancy in the captured information

to realize efficient communication in the network. In order to achieve this goal,

we propose two algorithms which can explore the correlation in observations and

prevent the redundant information from being transmitted in two circumstances: (1)

depth video captured by a mobile sensor, and (2) color and depth images obtained

by multiple sensors with overlapping FoVs, respectively.

1. Fast Depth Video Compression

The third important contribution of this thesis is an algorithm, named 3D

Image Warping Based Depth Video Compression (IW-DVC), for fast and

efficient compression of depth images captured by mobile RGB-D sensors.

We have designed the IW-DVC method to exploit the special properties of

the depth data and achieve a high compression ratio while preserving the

quality of the captured depth images. Our solution combines sensor pose

estimation with 3D image warping techniques, and includes a lossless coding

scheme which is capable of adapting to depth data with a high dynamic

range. IW-DVC operates at high speed, is suitable for real-time applications,

and is able to attain an enhanced motion compensation accuracy compared
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with conventional approaches. In addition, it removes the existing redun-

dant information between the depth frames to further increase compression

efficiency.

2. Collaborative RGB-D Data Transmission

The fourth important contribution of this thesis is a collaborative transmis-

sion algorithm. As the same scenery may be observed by multiple sensors,

collected images will inevitably contain significant amounts of correlated

information, and transmission load will be unnecessarily high if all the cap-

tured data are sent. We focus on this issue, and present a novel approach

in developing a comprehensive solution for minimizing the transmission of

redundant RGB-D data in VSNs. Our framework, called Relative Pose based

Redundancy Removal (RPRR), is based on relative pose estimation between

pairs of RGB-D sensors [WŞD13a] and 3D image warping techniques [Feh04]

to locally determine the color and depth information, which can only be seen

by one sensor but not the others. Consequently, each sensor is required to

transmit only the uncorrelated information to the remote station. In order

to further reduce the amount of information before transmission, we apply

a conventional coding scheme based on discrete wavelet transform [AH92]

with progressive coding features for color images, and a novel lossless dif-

ferential entropy coding scheme for depth images. In addition, at the remote

monitoring station, we use post-processing algorithms created by us to deal

with the artifacts that could occur in the reconstructed images due to the

under-sampling problem [Mar99].

1.3 Organization of the Thesis

The thesis is organized as follows:

Chapter 2: Literature Review surveys the relevant literature. As solving the sen-

sor localization issue is the prerequisite for collaborative tasks in sensor
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networks, this chapter first explains the key issues in RGB-D sensor pose

estimation and self-calibration in VSNs. The chapter then examines the ap-

proaches used for color and depth image communication in VSNs. This

chapter provides a foundation for the research problems and state-of-the-art

solutions.

Chapter 3: Relative Pose Estimation Between Two RGB-D Sensors investigates

the relative pose estimation scheme for multiple RGB-D sensors. This chapter

explains the characteristics of the depth information returned by RGB-D

sensors and provides the mathematics model of the 6 degrees of freedom

(DoF) relative pose. A distributive algorithm is proposed, which uses depth

image registration to estimate the relative pose. A mobile visual sensor

network testbed, consisting of two RGB-D sensors, is also constructed.

Chapter 4: Self-Calibration for RGB-D Camera-Equipped VSNs investigates

sensor pose estimation problems in VSNs with more than three RGB-D

sensors. A self-calibration algorithm is presented, which models the network

as an edge-weighted graph and transfers the self-calibration to the shortest

path problem. In this algorithm, feature detection/matching and basic graph

theory methods are adopted.

Chapter 5: Efficient RGB-D Data Communication Schemes addresses the effi-

cient color and depth image communication problem in bandwidth limited

situations. This chapter carefully considers the RGB-D data communication

in two situations: depth video captured by a mobile sensor and multi-view

color/depth images captured by multiple static sensors. Two frameworks

are proposed for different situations. The proposed schemes use the algo-

rithm developed in Chapter 3 to estimate the mobile sensor’s motion and

multiple static sensors’ relative poses. The correlation in the observed infor-

mation can be explored and the redundancy can be removed by using the

pose information.
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Chapter 6: Conclusions and Future Works summarizes the main results and con-

tributions of this thesis. It also points out some future works that can be

undertaken in this area.

1.4 Publications

During the course of this project, a number of publications based on the work

presented in this thesis have been produced. They are listed here for reference:

1.4.1 Journal Articles

• X. Wang, Y. A. Şekercioğlu, T. Drummond, ”Vision-Based Cooperative Pose

Estimation for Localization in Multi-Robot Systems Equipped with RGB-D

Cameras”, Robotics, vol. 4, pages: 1-22, January 2015. [WŞD14].

• X. Wang, Y. A. Şekercioğlu, T. Drummond, E. Natalizio, I. Fantoni, and V.

Fremont, ”Fast Depth Video Compression for Mobile RGB-D Sensors”, IEEE

Transactions on Circuits and Systems for Video Technology, 2015 [WŞD`15b]. .

• X. Wang, Y. A. Şekercioğlu, T. Drummond, E. Natalizio, and I. Fantoni, ”Rel-

ative Pose Based Redundancy Removal: Collaborative RGB-D Data Trans-

mission in a Mobile Visual Sensor Network”, IEEE Transactions on Multimedia

(under review) .

1.4.2 Conference Papers

• X. Wang, Y. A. Şekercioğlu, T. Drummond, ”Self-Calibration in Visual Sensor

Networks Equipped with RGB-D Cameras” in Proceedings of 40th IEEE Inter-

national Conference on Acoustics, Speech and Signal Processing (ICASSP), Pages:

2289-2293, Brisbane, Australia, April, 2015. [WŞD15a].

• X. Wang, Y. A. Şekercioğlu, T. Drummond, ”A Real-Time Distributed Rela-

tive Pose Estimation Algorithm for RGB-D Camera Equipped Visual Sensor
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Networks” in Proceedings of Seventh ACM/IEEE International Conference on

Distributed Smart Cameras (ICDSC 2013), Pages: 68-74, Palm Springs, USA,

October, 2013. [WŞD13a].

• X. Wang, Y. A. Şekercioğlu, T. Drummond, ”Multiview Image Compression

and Transmission Techniques in Wireless Multimedia Sensor Networks: A

Survey” in Proceedings of Seventh ACM/IEEE International Conference on Dis-

tributed Smart Cameras (ICDSC 2013), Pages: 258-265, Palm Springs, USA,

October, 2013. [WŞD13b].

• X. Wang, Y. A. Şekercioğlu, T. Drummond, ”PhD Forum: An Efficient Commu-

nication Scheme for Mobile Visual Sensor Networks Equipped with RGB-D

Cameras” in Proceedings of Seventh ACM/IEEE International Conference on Dis-

tributed Smart Cameras (ICDSC 2013), Pages: 278-279, Palm Springs, USA,

October, 2013. [WŞD13c].
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CHAPTER TWO

SENSOR POSE ESTIMATION AND
RGB-D DATA COMMUNICATION:
THE CURRENT STATE-OF-THE-ART

Sensor localization and efficient data communication schemes need to be designed

for VSNs equipped with RGB-D cameras. In this chapter, we review the state-of-the-

art research related to visual sensor pose estimation and efficient color/depth data

communication. For the sensor pose estimation problem, we first study the methods

which determine RGB-D sensor motion. Then, we review the calibration algorithms

in detail to estimate multiple visual sensor poses in VSNs. For the efficient color and

depth data communication issue, we first evaluate depth video coding schemes,

then present a comprehensive survey of multi-view image communication in VSNs.

2.1 Depth Image Registration for RGB-D Sensor

Pose/Motion Estimation

RGB-D cameras can provide color images as well as depth images at a high fre-

quency. The pixels in a depth image contain the range information between the

observed scene and the sensor. Using the relation between the pixel value and

range information, a 3D point cloud can be extracted from each depth image. Con-

sider a situation where two RGB-D sensors observe the same scene from different

viewpoints. By matching two point clouds which are extracted from the corre-
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sponding depth images, the transformation between them and, consequently, the 6

DoF relative pose between two sensors can be deduced.

This section reviews the registration methods for depth images captured by

RGB-D sensors. The state-of-the-art studies are classified into three main categories:

(1) Iterative Closest Point (ICP) variants, (2) feature-based registration, (3) hybrid

approaches. After reviewing of the approaches, a detailed comparison is presented.

2.1.1 Feature-Based Registration

Instead of matching two 3D point clouds directly, feature-based registration meth-

ods, which try to reduce the number of points from both point clouds, use detection

and feature descriptors to represent the input data. A feature includes a position

in the image coordinate and a descriptor which contains the information around

the feature position. Feature points can be detected from not only color images

(visual features) but also depth images (3D features). Irrespective of the kind of

feature used, these approaches operate as follows: in the first step, feature points

can be detected by feature detection algorithms. In the second step, by matching

the features and evaluating the depth images at the locations of these feature points,

a set of point-wise 3D correspondences between two frames is obtained. In the last

step, these point pairs are used to compute the transformation. These steps are

shown in Fig. 2.1.

There are various feature detectors and descriptors which deal with 2D visual

data [TM08] (e.g. scale-invariant feature transform (SIFT) [Low99], speeded up

robust features (SURF) [BETVG08], features from accelerated segment test (FAST)

[RD06a]). These algorithms are able to identify feature points among disordered

data with a descriptor invariant to uniform scaling, orientation, and partially

invariant to distortion and illumination changes. Only a few 3D feature detec-

tors/descriptors have been proposed. A 3D descriptor, named fast point feature

histograms (FPFH) [RBB09], is based on a histogram of the differences of angles

between the normals of the neighboring points of the source point. Some exten-
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sions of the 2D Harris detector [HS88] are proposed in [G09], which can be used

as detector and descriptor for 3D features. One of the most common methods for

finding the transformation between correspondences is Random Sample Consensus

(RANSAC) [FB81]. The aim of the RANSAC algorithm is to determine a suitable

model which estimates the position transformation best. At each iteration of the

algorithm, a number of correspondences are randomly selected and considered as

inliers. A transformation model is determined to fit these correspondences. The

remaining correspondences are then tested against the fitted transformation and

included as inliers if their error is within a given threshold. This process is iterated

a number of times until the best solution is determined. Correct correspondence

between the pixels in the RGB image and the pixels in the depth image is the

prerequisite for this type of approach.

Figure 2.1: General steps of feature-based registration.

Zou et al. [ZCWL12] follow the above steps to estimate the RGB-D sensor’s pose

and evaluate the performance of different feature detection algorithms. Instead of

making a Kinect orient horizontally, Wang et al. [WML`12] make the Kinect look

up and focus on matching the features on the ceilings. After the odometry results
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are obtained through feature matching, they feed the results into the Gmapping

algorithm [GSB07]. A Hokuyo Laser Range Finder [KTCS09] is also used to obtain

range measurements from the surroundings and produce a map of the environment.

In addition to these conventional feature detection approaches, Zeisl et al. [ZKP13]

use orthographic projection of RGB-D data to simplify matching. This algorithm

exploits characteristic of the salient directions in the scene, which are repeatable in

different scans. Each salient direction is then exploited to render an orthographic

view.

2.1.2 ICP Variants

The ICP algorithm [BM92] was developed to register two point clouds by com-

puting the rigid transformation between them. Different from feature-based regis-

tration, ICP and its variants commonly use all the available depth points directly

instead of using the feature points. It became popular following its successful

application in the registration of highly accurate range data from laser rangefinders.

A thorough survey is available in [SMFF07]. To estimate RGB-D sensor pose, ICP

operates by iteratively matching point clouds extracted from time-adjacent depth

frames to converge upon an estimated sensor pose change which describes the

points’ movement. Distance information between matched points is commonly

used to compute the transformation which best explains the alignment of two point

clouds. At each iteration the algorithm attempts to find an update to the trans-

formation that minimizes a cost function, the error metrics of which are defined

based on the point-to-point [GIRL03], point-to-plane [CM91] or other geometrical

relationships [PS03]. The general steps of the ICP framework are shown in Fig. 2.2.

The ICP starts with two point clouds A & B and an initial transformation.

Then ICP iterates in four consecutive steps. Firstly, the initial transformation is

applied on point cloud A. Secondly, the corresponding point pairs are established

between transformed point cloud A and point cloud B. Thirdly, by using the

correspondence information, the transformation which minimize error metric are
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Figure 2.2: General steps of ICP.

computed. Finally, the framework checks the threshold to determine whether the

algorithm converges. The above process operates iteratively until the algorithm

converges. Once the algorithm converges, the registration is considered completed

and the transformation is determined.

As a typical RGB-D frame has hundreds of thousands of points, performing

ICP on the full point cloud is computationally expensive. In order to alleviate this

problem, a common method is to subsample the data to speed up operations at

the cost of accuracy. This describes a fundamental trade-off in the performance of

ICP: registering using dense point clouds yields more accurate alignment, however

it is done with lower processing frame rates. Registering a small number of the

subsampled point clouds results in lower accuracy, but a higher frame rate. If

frames are processed at a low frequency, the translation and rotation of the camera

between two processed frames can be large, leading to a convergence failure in

the algorithm. Therefore, for the best ICP variant performance, a careful balance

between data size and processing frequency is required.

A number of ICP variants have been developed recently for RGB-D sensors.
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Lui et al. [LTDL12] propose a fast variant of ICP which samples only a proportion

of the points on each depth frame and uses inverse depth coordinates instead of

Euclidean coordinates to align range data provided by a Kinect. This variant of

ICP runs at an average of 28 frames per second without the help of a Graphics

Processing Unit (GPU) and is robust to noise and outliers due to the use of robust

estimators in an iterative reweighted least squares framework. In their experiments,

they found the point-to-plane metric is much better than the point-to-point metric

at coping with large inter-frame motion while remaining accurate and maintaining

real-time performance. The convergence threshold for correct registration of two

point clouds is also determined, which can be used for fast egomotion estimation

in real time.

KinectFusion [NDI`11, IKH`11] introduces another ICP variant, which builds

a scene model of the observed environment and computes the pose of the camera

simultaneously. The scene model is represented as a volumetric truncated signed

distance function. Each point in the 3D world is stored as the distance against the

closest surface (positive for points outside the surface and negative for points inside

the surface.) and some weight values. The registration in KinectFusion, which is

performed between frames and the model instead of consecutive frames, allows the

system to avoid accumulation error and obtain smooth camera trajectories. Kinect-

Fusion improves the accuracy of registration by operating ICP on a full point cloud

generated from each depth frame. In this system, projective data association [RL01]

is used to find the corresponding points along the ray (i.e. projected onto the same

image coordinates). Finally, the compatibility of corresponding points is tested to

reject outliers, based on distance and surface normal difference thresholds. As full

point cloud is adopted in this approach, the state-of-the-art GPU is implemented to

achieve online processing.

A two-stage registration approach which attempts to address the trade-off be-

tween speed and accuracy is proposed in [DJXay]. In the first stage, edge detection

is adopted to determine edge features in the RGB images. Once the edge features
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are extracted from two RGB-D frames, points in the corresponding depth frames

are incrementally sampled on these edges and matched using ICP to find a rough

transformation. In the second stage, the rough transformation is treated as the ini-

tial guess for performing ICP on the full point cloud data. However, edge detection

and large amounts of point data restrict the whole process to operate below 4Hz.

2.1.3 Hybrid Approaches

As the initial guess significantly affects the accuracy of the ICP variants and ICP

is commonly used to refine a nearly close registration, some researchers have

combined ICP variants and feature-based registration algorithms to improve reg-

istration accuracy. These algorithms first use feature-based registration to find a

coarse transformation. Then, the estimated coarse transformation is used as the

initial guess in ICP frameworks.

Takeda et al. [TAT`12] propose a hybrid algorithm to achieve the self-localization

of a Kinect sensor, in which ICP is used to determine the transformation between

two sets of feature points. In this algorithm, feature points are detected from two

consecutive color images by SURF. The outliers are deleted using the Smirnov-

Grubbs test [Gru50]. The corresponding depth information of the detected feature

points are found from the depth frames. Then ICP is adopted to determine the

transformation which can best describe the feature points movement.

Henry et al. [HKH`12] introduce RGB-D mapping, in which egomotion es-

timation is achieved by alignment between RGB-D frames. It extracts feature

points from the RGB images using FAST features and Calonder feature descriptors

[CLF08], and matches them via the RANSAC procedure. The resulting feature

matches are then combined with dense ICP acting as an initialization to determine

the best alignment between consecutive frames.

In addition to using SIFT and SURF to extract the features and using ICP to

estimate the relative motion between two consecutive camera positions, [HTL12]

proposes a ”keyframe” concept to minimize the overall accumulation error during
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sensor motion estimation. This technique uses a certain frame as a reference frame

for computing the relative pose, which can avoid the rapid error accumulation in

every two consecutive frames. Moreover, this method is faster, since fewer frames

are used to extract the feature points.

Unlike most combinational approaches using feature-based registration to pro-

vide the initial guess for ICP, [Sch12] proposes an algorithm switching between

feature-based registration and ICP. The proposed algorithm works in the beginning

like feature points registration flow, but performs a refinement with the ICP in the

alignment pose estimation phase. In the case that not enough homologous key

point pairs can be found, the algorithm immediately switches to the ICP process.

Dryanovski et. al [DMKX12] present a technique extracting the color/depth

feature and using ICP to match the feature points. Different from the approaches

introduced above that only consider the feature points in color images, in this

approach the feature extraction involves extracting edges from a brightness image,

extracting edges from depth variation in the range data, and extracting normal

vector-based edge features. The normal vectors are extracted from range data

locally for each feature point and the noise is eliminated using a mode histogram

morphology technique. This process makes it relatively easy to extract the edges

by applying a set of morphological operations. All three types of edge features

complement each other and hence are useful for accurate registration of point

clouds. The algorithm achieves a 10 Hz update rate running on a normal desktop.

2.1.4 Limitations

Figure 2.3 outlines the key steps in the three classes of pose estimation approaches.

All of the reviewed approaches have disadvantages and limitations, as follows:

• ICP variants: highly cluttered and heavily occluded scenes pose a huge prob-

lem to ICP-based algorithms due to the large differences between two depth

frames. Furthermore, large inter-frame motion, which leads to a limited

overlapping region between two frames, may cause the algorithms to fail.
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• Feature-based registrations: (1) computationally heavy, (2) insufficient and

incorrect correspondences due to scenes without sufficient visual content

and consistent illumination, (3) low registration accuracy. The first limitation

constraining the frame rate means the system can hardly operate in real time.

The second limitation raised by textureless environments or regions with

repeated patterns affects the robustness of the algorithm and may lead to the

failure of the whole system.

• Hybrid approaches: although the approaches combining ICP variants and fea-

ture registration algorithms are more accurate, they have the disadvantages

and limitations of ICP and feature-based registration. One of the most sig-

nificant disadvantages is that hybrid approaches are time-consuming and

require GPUs to operate in real-time.

The disadvantages of these algorithms prevent them from being directly applied

to estimate the relative pose between sensors with limited computational ability.

As a result, novel algorithms which are able to estimate the relative pose between

multiple sensors in real-time need to be developed.

2.2 Extrinsic Calibration for VSNs

The use of low-cost visual sensors in sensor network applications is imminent.

Small low-power sensors offer an information-rich sensing modality that can detect

features from a scene, perform visual confirmation, and complement other sensing

modalities. To improve the sensing quality, a certain level of collaboration among

sensor nodes is required. In order to accomplish collaborative tasks, an important

prerequisite is that sensors have knowledge of the other sensors’ location and

orientation information. Namely, each camera has to know how it is oriented

and other cameras’ orientations, at any instant, with respect to a certain common

reference frame. The importance of this is clear: assume that an external agent,

which has to be tracked, is exiting from the range of the ith camera and entering
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that of the jth one. In this case, camera i has to communicate to camera j to move

and follow the agent before camera i loses it. Clearly, both cameras must share the

same reference frame.

A common solution to achieve this goal is to perform extrinsic calibration in

VSNs. In this section, we first study the pinhole camera model with intrinsic and

extrinsic parameters. Then, we thoroughly review the state-of-the-art extrinsic

calibration approaches. As the use of RGB-D sensors in VSNs has not yet become

ubiquitous, no studies have been published on calibrating RGB-D camera-equipped

VSNs. Therefore, we review the most relevant works to this topic, which is calibrat-

ing a VSNs with conventional cameras.

2.2.1 Pinhole Camera Model

The image acquisition process known as the pinhole camera model [HZ04], defines

the geometric relationship between a 3D real world point and its 2D corresponding

projection onto the image plane of an ideal pinhole camera. In the pinhole camera

model, rays from the scene are projected onto a planar screen after transmitting

through a pinhole. The screen is defined as the image plane of the camera. The cen-

ter of the perspective projection (the point at which all the rays intersect) is denoted

as the optical center or camera center, and the intersection point of the image plane

with the optical axis is called the principal point. A pinhole camera which models

a perspective projection of 3D points onto the image plane is illustrated in Fig. 2.4.

A. Intrinsic Parameters

In a camera with its pinhole located at the origin of a Euclidean coordinate system,

f is the focal length of the camera and image plane aligns at Z “ f . According to

this setup, a scene point P with coordinates pXp, Yp, Zpq
T projects onto image plane
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Figure 2.4: The ideal pinhole camera model indicates the relationship between a 3D
point pXp, Yp, Zpq

T and its corresponding 2D projection pup, vpq
T onto the image

plane.

point P1 with coordinates pup, vpq
T, such that

up “ f
Xp

Zp
, vp “ f

Yp

Zp
. (2.1)

This relation can be expressed in matrix notation as,
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where λ “ Z is the homogeneous scaling factor. Intuitively, the pinhole imaging

model mapping a 3D scene to a 2D plane performs a many-to-one matching and is

irreversible.

In practice, the origin of the 2D image coordinate system does not coincide with

where the Z axis intersects the image plane. Therefore, We need to translate P1 to
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the desired origin. Let the translation (principal point offset) be defined as pou, ovq.

Then, the coordinate of 2D point P1 is

up “ f
Xp

Zp
` ou, vp “ f

Yp

Zp
` ov. (2.3)

Using homogeneous coordinates, the principal-point position can be readily inte-

grated into the projection matrix. The perspective projection equation becomes
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In Equation 2.4, P is expressed in length metrics, such as meters and centimeters.

As the projection is in the image plane, P1 is expressed in pixels. Therefore, in order

to find P1 in the image plane, the resolution of the camera in pixels/meters needs

to be determined. To derive the relation described by Equation 2.4, it was implicitly

assumed that the pixels are square and the resolution will be identical in both u and

v directions of the image plane. However, both assumptions may not always be

valid. Therefore, for a more general case, the imperfections of the imaging system

can be taken into account in the camera model, using the parameters mu and mv as

the pixel scales in u and v directions. τ is used to model the skew of the pixels. The

projection mapping can now be updated as
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“ rK 03sP, (2.5)

in which P “ pXp, Yp, Zp, 1qT being a 3D point defined with homogeneous coordi-

nates. The intrinsic parameters of a camera are denoted as K, which includes focal
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Figure 2.5: Rotation using matrices.

length, pixel scales, skew coefficient, and principal point offset.

B. Extrinsic Parameters

Different from the intrinsic parameters which describe the internal parameters of

the camera, the extrinsic parameters indicate the coordinate system transformations

from 3D world coordinates to 3D camera coordinates. Similarly, the extrinsic

parameters define the external position and orientation of the camera in the 3D

real world, and the position and orientation of the camera can be defined by a

3ˆ 1 vector T and by a 3ˆ 3 rotation matrix R. T is the position of the origin of

the world coordinate system expressed in the coordinates of the camera-centered

coordinate system.

In a standard Cartesian 3-D coordinate system, three basic rotation matrices are

defined. Each rotation matrix indicates the rotation around each of the three axes,

as shown in Fig. 2.5. For rotations of angles α, β, and γ around the x, y, and z axis

respectively, the rotation matrices are
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The rotation matrix R can be simply obtained from these three using matrix multi-

plication, R “ RxpαqRypβqRzpγq. Since matrix multiplication is not commutative,

the order of multiplication is important.

2.2.2 Extrinsic Calibration for Multiple Cameras

Camera calibration involves the estimation of both intrinsic and extrinsic camera

parameters. The method for calibrating a single camera’s intrinsic parameters is

well-recognized and fixed. These parameters are obtained by using a calibration

rig with known geometry, usually a checkerboard pattern [HZ04]. By capturing

various perspective views of the checkerboard, the algorithm estimates the intrinsic

parameters of the camera. Compared with calibration approaches for intrinsic

parameters, the methods for multi-camera extrinsic calibration are much more

various. Fundamentally, we can classify these techniques into two categories:
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manual calibration and self-calibration. In this section, we focus on reviewing the

approaches for extrinsic calibration in VSNs or multi-camera systems.

A. Manual Calibration

Manual calibration approaches require a particular calibration object and user

interaction. A special calibration object is required to be visible in all images,

or the precise pose information of calibration patterns/objects have to be known

[KSA`01]. The calibration pattern is usually a 3D, 2D (planar), or virtual calibration

object of precisely known geometry. The calibration object usually consists of two

or three planes orthogonal to each other [Tsa87]. Sometimes, a plane undergoing a

precisely known translation is also used [Zha00]. The constraint of these approaches

is that they require the calibration pattern to be observed by all the visual sensors

in the networks.

One of the most popular approaches is proposed by Zhang [Zha00]. This

method is initially designed to calibrate a single camera’s intrinsic and extrinsic

parameters. This approach can be extended to accomplish the extrinsic calibra-

tion of multi-camera systems in which the intrinsic parameters of the cameras

are calibrated in advance. In this approach, a chessboard pattern is first printed

and attached to a planar surface. Secondly, this pattern is placed at a place which

can be observed by all the cameras. Then, the extrinsic calibration of multiple

cameras is achieved by establishing the correspondences across different views and

solving a particular homogeneous linear system which captures the homographic

relationships between multiple perspective views of the same pattern. This cal-

ibration approach is widely used because it is more natural to capture multiple

views of a single planar surface - like a chessboard - than to construct a precise

3D calibration rig, as required by the Direct Linear Transformation(DLT) method

[HZ04] in practice. Fig. 2.6 demonstrates a practical application of multi-plane

camera calibration from multiple views of a chessboard.

Some easily detectable single features which require human interaction, such
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Figure 2.6: Extrinsic calibration example for 20 views [Zha00].
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as moving a LED in a dark room, can also be used to manually calibrate multiple

cameras [CDS00, SHG02, SPMP05]. As proposed by Chen et al. [CDS00], users

are required to wave an identifiable point in front of all cameras. After each

camera’s intrinsic parameters are calibrated separately, the method generates a

rough estimate of camera pose by operating pair-wise structure-from-motion on

the observed points. Then, the pair-wise registrations are combined into the same

coordinate frame. By using the initial camera pose, the moving point can be tracked

in 3D world. The route of the point is adopted as a “virtual calibration object”,

which is used to improve the accuracy of the initial estimate of the camera pose.

The above process is performed iteratively, which enhances the precision of the

extrinsic parameters.

Svoboda et al. [SHG02] presented an approach in which a person moves a

laser pointer around the scene. The very bright projections of the laser must be

detected in each image with sub-pixel precision by fitting an appropriate point

spread function. These detected projections are then accumulated over time to

generate a virtual 3D object. Then, this virtual object which can be observed by

all cameras in the system, is used to estimate each camera’s orientation. This

implementation of the factorization method requires correspondences across all

images.

From a practical viewpoint, manual calibration methods, although they provide

accurate results, require special equipment or time-consuming manual measure-

ments and are therefore not appealing.

B. Self-Calibration

Compared to manual calibration approaches, self-calibration methods are more

flexible. Self-calibration algorithms, which do not require any specially designed

calibration patterns or user interaction, simultaneously process several images

captured by different cameras and find the correspondences across images. Corre-

spondences are established by extracting 2D features from images automatically
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and matching them between different images. Then, based on the established

correspondences, camera locations and orientations can be estimated in a common

coordinate system from the essential matrix.

A hierarchical method is proposed in [HL06]. It divides the set of cameras into

several subgroups in which cameras share a common view. In each subgroup,

three cameras’ relative poses can be estimated by computing the associated trifocal

tensor [HZ04] from point correspondences across the three views. After the triplets

are registered into sub-groups, these subsets are then merged together to build the

entire group. A coordinate system is established in each of these subgroups. In

order to build a global coordinate system, different coordinate frames are merged

in a hierarchical manner between the individual overlapping systems. In this

hierarchical framework, the main advantage is that the error can be distributed

evenly over the entire set of estimated camera matrices.

Rodehorst et al. [RHH08] proposed a self-calibration algorithm which can

recover the relative pose between various image frames. These researchers compare

various calibration techniques and analyze their difficulties on synthesis and real

data. The drawbacks of relative orientation between two cameras are also presented.

In order to overcome the drawbacks, the cameras are grouped in pairs with a fixed

relation to each other. This implementation leads to additional constraints, which

significantly stabilize the pose estimation process.

A fully automatic relative orientation estimation algorithm is presented in

[LF06]. In this algorithm, the intrinsic parameters of cameras need to be calibrated

first. Then, feature points on objects in the scene are extracted from all images and

feature points in each image pair are matched using the SIFT parameters. No prior

information about the overlapping areas among images is needed. The relative

orientation between every image pair is derived using the RANSAC procedure and

the 5-point algorithm [Nis04]. Based on the determined approximate orientations,

camera orientations and object coordinates are computed. The best image pair is

used to define the coordinate system. The other images are integrated sequentially,
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increasing the bundle block step-by-step. Finally, the relative scale is determined by

bundle adjustment and the camera poses are transformed into a common coordinate

system.

Besides the algorithm which uses static features, Aslan et al. [ABS08] develop

an algorithm which automatically calibrates camera networks using localized

motion features. In contrast to the previously mentioned self-calibration approaches

which extract feature points on static objects, this technique relies on the motion of

persons walking naturally in the scene. Simple foreground and motion features

are extracted from the individual image sequences. Using a Hough transform

[DH72] in combination with a hierarchical gradient descent search method, the

parameters of the pairwise camera geometries are then estimated, even in the

presence of multiple moving objects. This procedure does not require the resolution

of feature correspondences across camera views. After calibrating each camera

pair, geometrical topology of the camera network is established using a global error

minimization technique.

The accuracy of self-calibration is greatly dependent on the reliability of the

relative pose estimates. This problem was first discussed in [DR04] with the con-

cept of the vision graph. It models the set of uncalibrated cameras as nodes in a

communication network, and a distributed algorithm is proposed, in which each

camera communicates only with other cameras which have overlapping FoVs. Each

node independently forms a neighborhood cluster on which the local calibration

takes place, and calibrated nodes and scene points are incrementally merged into

a common coordinate frame. Kurillo et al. [KLB08], Cheng et al. [CDR07], and

Vergs-Llah et al. [VLMW08] later used and enhanced vision graph for this purpose.

Vision graph G is used to represent a camera network consisting of M cameras.

Graph G consists of M vertices ,Vi, which represents individual camera. In order

to successfully achieve global calibration, the vision graph has to be connected, in

terms of graph theory, which indicates that edges are established between some

pairs pi, jq of vertices. If and only if two cameras have sufficient overlapping area
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between their views, the vertices which represent these two cameras are connected.

Weights are assigned to the graph edges. Weights can be determined by different er-

ror metrics, such as the number of matched feature points [CDR07, KLB08] and the

unreliability measure of essential matrices [VLMW08]. After weights are assigned

to edges, the calibration problem is transferred to the shortest path problem. We

only need to find the shortest path between all vertices in the graph. The shortest

path minimizes the estimation error in the calibration process. Vision graph is

becoming a useful general tool for describing the directionality of networked visual

sensors. The invention of vision graph allows the calibration of camera setups in which

all the cameras do not share a common working volume. The only requirement is for

the cameras to have pairwise overlapping FoVs. This approach has been more

recently addressed by Bajramovic et al. [BD08, BBD12, BBD14]. They propose a

graph-based calibration method which measures the uncertainty in the relative

pose estimation between each camera pair.

All self-calibration algorithms take advantage of the epipolar structure of the

system while suffering from scale ambiguity. This means that camera pose infor-

mation can only be recovered up to a scale instead of the real world scale, because

without a reference object with known dimensions in the scene, we cannot de-

termine whether the camera is looking at a big object far away or a small object

nearby.

2.3 Efficient Color and Depth Data Communication

In this section, we review the state-of-the-art algorithms for color and depth data

communication. We first study the compression schemes for depth video. Next, we

consider multi-view scenarios in which networked visual sensors have overlapping

FoVs, and significant redundancy exists in the captured images. Finally, we review

the image communication schemes which are especially designed for the multi-

view scenarios.
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2.3.1 3D Video Coding

Data compression of visual information is now a well-established technology.

There are numerous lossless and lossy compression algorithms for image and

video applications, JPEG 2000 [TM02] and H.264/AVC [WSBL03] being the most

prominent. The coding of depth images, however, is a recent research topic. A

depth image, representing the relative distance from the recording camera to an

object in 3D space, usually consists of smooth regions and sharp edges at the

boundaries between the object and the background. A typical way to compress

a depth image sequence is by processing each frame as a standard gray scale

image for viewing purposes and applying the standard video coding schemes.

Redundancy between successive frames can be removed by estimating the motion

between frames and then generating the motion vectors (MVs), which describe

the motion of the pixel information repeatedly shown in successive frames. In

standard video coding techniques, 2D block matching algorithms [PHS87] are

used for motion estimation, in which frames are divided into blocks of M ˆ N

pixels, such as 16ˆ 16 and 8ˆ 8. A search is performed to find a matching block

from a frame i in some other frame j. However, this approach is unfortunately

very suboptimal for depth image sequences. Large, homogeneous areas on the

surface of an object can be divided into small blocks and the sharp discontinuities

at object boundaries can be placed into the same block. For these reasons, these

schemes result in significant coding artifacts along the depth discontinuities in

the reconstructed depth images, especially when the compression ratio is high

[KCTS01, CSSH04].

The shortcomings of the standard image and video coding algorithms are the

driving force for concentrating research efforts on developing new data compres-

sion schemes by considering the specific properties of depth images. The schemes

can be broadly classified under two categories: Approaches developed to remove

(i) temporal redundancies [GM04, HWDK08, DTPP09, SMAP14, KFMK09, FWL11,

NMD13], or (ii) inter-view redundancies [ZHL10, SMW07, BAA06, EWK09, LWP11,

36



Feh04, LCH11, Mar99, WHY11] in depth video images. The starting point of all

these schemes is 2D block matching algorithms. In the following paragraphs we

provide a brief overview of these methods.

The method proposed in [GM04] exploits the correspondences between the

depth images and the corresponding color frames captured by a texture camera. It

adopts a conventional block matching approach to determine the MVs according

to the texture information. The MVs from the texture information are considered to

be encoding both the texture and depth image sequences. A number of techniques

[DTPP09, KFMK09, FWL11, NMD13] have been developed based on this concept

and provide enhanced performance. Daribo et al. [DTPP09] propose a MV sharing

algorithm based on the correlation between the motion of the texture and of the

depth. This algorithm considers the motion of a block at the same coordinates in

both video texture and depth images and uses a joint distortion criterion to generate

common MVs for both texture and depth. Shahriyar et al. [SMAP14] proposed an

inherently edge-preserving depth-map coding scheme. Their scheme uses the tex-

ture motion vectors, avoids distortion on edges, and accurately preserves the depth

information on edges. Fan et al. [FWL11] propose a motion estimation method

with various block sizes. It first determines the block size and its corresponding

MV using the color information. Then, a z-direction motion estimation is used to

correct the depth values in each block. A similar algorithm, proposed in [KFMK09],

replaces the 2D block matching algorithm with a 3D algorithm operating in hori-

zontal, vertical, and depth dimensions. Hewage et al. [HWDK08] present a frame

concealment method to deal with the case that a depth video frame is missing due

to packet losses. In this case, the MVs of the correctly received corresponding color

video frame are used as the candidate MVs for the current depth image frame to

predict the missing depth frame at the enhancement layer decoder. The method of

Nguyen et al. [NMD13] compresses the depth video by using a weighted mode

filter to suppress the coding artifacts. The method by Oh et al. [OYVH09] focuses

on post-processing and develops a depth reconstruction filter to recover the object
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boundary and give advantages to both depth coding and rendering.

In addition to the temporal redundancy in the frames captured by a single

camera at different times, inter-view redundancy also exists in the frames cap-

tured from various viewpoints in a multi-camera system. Many research studies

have been proposed to remove these inter-view correlations and achieve efficient

compression for depth video in multi-view scenarios. The study by Zhang et

al. [ZHL10] combines multi-view video coding and the prediction of MVs in the

depth image sequence from those of the texture image sequence. Ekmekçioğlu et

al. [EWK09] propose a coding scheme in which the bit rate used for multi-view

depth image coding is further reduced by skipping one or more temporal layers of

selected depth image views. The method proposed by Lee et al. [LWP11] reduces

the bit rate by skipping depth blocks based on consideration of temporal and

inter-view correlations of texture images. The temporal and inter-view correlations

are measured from the temporally successive pictures and the neighboring views

synthesized by pixel-by-pixel mapping respectively. Lee et al. [LCH11] describe

a multi-view depth video coding scheme that incorporates depth view synthesis,

H.264/MVC, and additional prediction modes. A depth image-based rendering

technique [Mar99] is adopted in this approach to generate an additional reference

depth image for the current viewpoint. The inter-view correlation is exploited by

using a texture and depth view synthesis approach. A block-based depth image

interpolation approach is proposed by Wang et al. [WHY11]. In this scheme, the

first and last frames in a texture video are treated as the key frames with known

depth images. The remaining depth images corresponding to other texture frames

can be recovered by the proposed bidirectional prediction algorithm.

To the best of our knowledge, these represent the most relevant works related to

the depth video coding in which the characteristics of depth images are preserved

and the temporal and inter-view correlations are exploited. However, all of these

algorithms focus on compressing the depth images captured by cameras that remain

in a fixed position. The situation becomes inevitably much more complicated when
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moving cameras are involved. As the distance between a moving camera and the

objects in a scene changes across time, depth values of the same objects change in

successive depth frames. Therefore, coding schemes with motion compensation

methods for static cameras become very inaccurate or even useless with mobile

cameras.

2.3.2 Multi-View Image Compression and Transmission

Multiple visual sensors with overlapping FoVs provide multiple views, multiple

resolutions and in that way, enhance observations of the environment, and become

necessary in many applications such as object tracking, or 3-D reconstruction. In

order to utilize the limited bandwidth efficiently in multi-view environments, many

solutions have been proposed to exploit correlation and minimize the amount of

redundant visual data transmitted. A number of studies in the research literature

intend to remove or minimize correlated data for transmission in VSNs.

Since multi-view images are usually highly correlated, joint coding schemes

[ML05, CAS09, CCAS12, CCM12, WC07] with encoders accessing images of multi-

ple views achieve higher compression performance than traditional mechanisms

with independent coding schemes. The spatial correlation can be explored and

removed at encoders by image registration algorithms. Only the uncorrelated

visual contents or low resolution images are delivered in the network after being

jointly encoded by some latest coding techniques (e.g., Multiview Video Coding

(MVC) [VWS11]).

A transmission framework consisting of three stages is presented in [ML05].

Camera sensors can cooperatively capture the scene and deliver partial information

to the sink independently. In the first stage, camera sensors are grouped according

to correlation degrees. Camera sensors with the maximum correlation are allocated

to the same group. In order to obtain a fused image which is virtually taken at

the center of the group, various sensing tasks are assigned to different sensors. In

the second stage, camera sensors capture and deliver partial visual information
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according to the result of the previous stage. In the final stage, once the images are

received at the sink, they are fused together to construct a composite image.

Wagner et al. [WNB03] propose a collaborative in-network compression sce-

nario with super-resolution recovery techniques applied at the receiver. In this

scenario, in order to determine maximal overlap, images from correlated views

are first registered using image matching. Then, the low-resolution version of the

common image blocks describing the overlapping region is transmitted from each

sensor to the receiver. Super-resolution techniques are applied at the receiver to

reconstruct a high-resolution version of the overlapping region. In this study, the

super-resolution algorithm requires a relatively large number of low-resolution im-

ages to reconstruct the overlapped region with an acceptable quality. Therefore, the

camera sensors need to be deployed densely which effectively limits the flexibility

and the coverage area of the network.

A collaborative image transmission system is developed in [WC07] which

assumes that each sensor performs feature-based image matching locally and

sensors on the route to the monitoring center can access image data collected

from previous hops. At each sensor along the path, feature detection and matching

operate on the image received from the previous hop (original image) and the image

observed by current hop (reference image). In this phase, the redundancy between

images is removed in a hop-by-hop manner. A transformation process operates to

generate the difference image based on the result of redundancy removal. Then,

only the original image and difference image are transmitted to the next hop.

Optimal fractions of the overlapped image are transmitted by various image

sensors in the model proposed in [WPWS07]. The proposed model works in three

phases. In the first phase, the overlapping regions and the non-overlapping regions

in the images observed by multiple camera sensors are separated. In order to

save energy at the sensors, each sensor transmits only visual data corresponding

to non-overlapping region and a portion of the visual data corresponding to the

overlapping region. Therefore, the correlated visual information of the overlapping
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region can be avoided to be sent repeatedly. In the second phase, a multipath

routing protocol is proposed to find the multiple node-disjoint routes from source

sensors to the sink. In this protocol, sensors are classified into multiple levels

according to their distance to the sink node, and lower data rates are assigned to

sensor nodes with less residual energy. In the third phase, the optimized fractions

of the visual information in overlapping regions are determined and transmitted

by each sensor to maximize the network lifetime. Therefore, the total transmitted

data is reduced throughout the network, and the end-to-end quality is preserved.

Chia et al. [CCAS12] use image stitching to exploit and remove the redundancy

created by the overlapping FoVs. This system considers the memory requirement

and the amount of computation for image stitching and performs image stitching

and compression in a strip-by-strip manner. The stitching parameters are first

determined after two reference images are transmitted to an intermediate node.

These parameters are then sent back to the visual node. These parameters are used

to determine the mechanism for stitching the incoming images in a strip-by-strip

manner. After the stitching process is accomplished, the images can be further

compressed using a strip-based compression technique.

A detailed discussion of multi-view image compression and transmission

schemes in VSNs is presented in [WŞD13b]. However, in order to determine

the overlapping regions in captured images, all of the above mentioned algorithms

require at least one node in the network to have full knowledge of images captured

by the other sensors. This indicates that the redundant information cannot be

removed completely and still needs to be transmitted at least one time. Moreover,

as color images do not contain full 3D representation of a scene, these methods

introduce distortions and errors when the relative poses between sensors are not

pure rotation or transition, and the scenes have complex geometrical structures and

occlusions.

The algorithms mentioned above focus only on color information with no ex-

ception. Only a few studies have been reported [AJ13, SSCZ13] which use RGB-D
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sensors in VSNs as their use in VSNs has not yet become ubiquitous. Our extensive

review of the research literature has identified that no earlier studies have been

published that attempt to develop an efficient coding system considering both color

and depth information for optimizing the bandwidth usage for wireless commu-

nications in VSNs. Some multi-view depth video coding schemes introduced in

Section 2.3.1 can remove the redundancy in multi-view situations, however the

processing nodes in these schemes always have the full knowledge of the images

captured by all cameras. This characteristic is different from VSNs, as in VSNs each

visual sensor only has its own captured images. Therefore, these algorithms cannot

be applied to solving redundancy removal problems in VSNs.

2.4 Summary

In this chapter, we comprehensively review the current research on four topics:

(1) depth image registration for RGB-D sensor pose estimation, (2) self-calibration

methods, (3) 3D video coding, and (4) multi-view image communication. The first

two topics focus on the pose estimation of visual sensors, while the latter two topics

are related to achieving efficient color and depth information communication. Due

to the differences between RGB-D sensors and conventional cameras, there are still

many virgin areas in pose estimation and efficient communication problems for

RGB-D camera-equipped VSNs.

Depth image registration for sensor pose estimation

Although many methods have been proposed to determine a single mobile RGB-

D sensor’s motion by matching the consecutive depth frames, no studies have

been reported on relative pose estimation between multiple RGB-D sensors. There

are two main differences between the motion estimation of a single sensor and

the relative pose estimation of multiple sensors: (1) as each sensor only has the

information on its captured images, the motion estimation algorithms can be
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centralized while the relative pose estimation algorithms have to be distributed, (2)

the relative pose between two sensors is usually much larger than the inter-frame

motion of a single mobile sensor, which makes the depth images hard to register.

These two major differences prevent the existing algorithms from being used to

estimate relative pose directly.

Self-calibration

There have been few studies on the calibration of a VSNs equipped with RGB-D

cameras. Although many self-calibration algorithms have been proposed for RGB

cameras, these algorithms, based on epipolar geometry, suffer from scale ambiguity.

As the RGB-D sensor provides range information along with the color images, the

locations and orientations of RGB-D sensors can be determined on the real world

scale without involving scale ambiguity problem.

3D video coding

Existing 3D video coding schemes focus on compressing the depth images captured

by cameras that remain in a fixed position. These algorithms are all based on

the assumption that the differences of two successive depth frames are mostly

zero, except in the motion area where variance of depth can be observed. This

statement is no longer correct when the camera is moving. Because the distance

between a moving camera and the objects in a scene changes across time when

the camera is moving, even the static areas in the scene can have various depth

information between two successive frames. Therefore, coding schemes with

motion compensation methods for static cameras become very inaccurate or even

useless with mobile cameras.

Multi-view image communication

Although many methods have been proposed to compress multi-view images, they

cannot be applied in our circumstances, because these approaches either require
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the transmitter to have knowledge of the full set of images or only work on cameras

with very small pose differences. In our case, each sensor only has it own captured

images and the pose difference between two visual sensors can be large. Therefore,

we need to develop a new algorithm to achieve efficient color and depth data

communication for VSNs equipped with RGB-D cameras.

In the following chapters, we propose new methods to fill the above mentioned

gaps in these four topics.

44



CHAPTER THREE

RELATIVE POSE ESTIMATION
BETWEEN TWO RGB-D SENSORS

In this chapter, we describe a method for determining the relative pose between

two RGB-D sensors in indoor environments. Each RGB-D sensor is a robot with

an RGB-D camera mounted on the top, named “eyeBug”. Our algorithm is based

on the ICP algorithm, but explicitly accounts for the situation where two views

of a scene each see parts that are occluded in the other view by making use of a

beam imaging model implemented by reweighting the least squares operation in

ICP. Further, we show how by symmetrizing across the two views, the bias that

beam models introduce can be eliminated. Finally, our algorithm makes sensing

errors isotropic by operating in inverse depth coordinates. Sections of this chapter

have been published in a conference paper [WŞD13a].

3.1 Introduction

The latest advances in depth-sensing technology enable the wide utilization of

inexpensive RGB-D cameras which can capture color images along with per-pixel

depth information. RGB-D camera-equipped VSNs, by using the additional depth

data, can significantly enhance the performance of conventional collaborative tasks

such as immersive telepresence and mapping [SEE`12, BSK`13, TZL`12], envi-

ronment surveillance [CPS11, LXW`12], object recognition and tracking [BCB`12,

MMN13, AJ13], and present possibilities for new and innovative applications
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Za Zb

Figure 3.1: A scene with occlusion: Za and Zb denote a pair of depth images. p3 is a
world point which can be seen by both Sensors a and b. p1 and p2 are world points
which can only be seen by either Sensor a or Sensor b.

[HSXS13, HKH`12].

Collaborative tasks between multiple sensors in VSNs critically rely on accurate

extrinsic calibration, i.e., the knowledge of the cameras’ relative pose. In this

chapter, we address the problem of determining the 6 DoF relative pose of two

RGB-D sensors in indoor environments. Each sensor is comprised of a RGB-D

camera and a robot platform with local processing ability. The goal is to enable

each RGB-D sensor to obtain the precise location and orientation information of

other sensors.

A popular algorithm for achieving this is the ICP algorithm, both in point-to-

point and point-to-plane variants. This algorithm samples surface points from one

view and attempts to compute the transformation that places them onto the surface

in the other view. At each iteration it attempts to find the closest point on the surface

to each sample point and to find an update to the transformation that minimizes

the sum squared distance between each sample point and the surface. Through
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matching these point clouds, the transformation between them and, consequently,

the 6 DoF relative pose between two RGB-D cameras can be deduced.

One complexity that arises in this approach is that the sample point may be

occluded in the view from which the surface was seen and thus there may be a

discrepancy between the sample point and the surface (e.g. Figure 3.1). This is

often handled by including an outlier check that excludes points that are too far

from the expected surface [PLT07]. This approach can be improved by noting that

the sample point from Sensor a’s view can only lie on or behind the surface as seen

from Sensor b’s view. If it lies in front of the surface then Sensor b should have

seen it. Therefore, points on or in front of the surface should play a more important

role in the minimization than points behind it. This gives rise to the beam model

[TBF05] which explicitly encodes this asymmetry in a model of the probability

distribution for signed distance errors between the sample point and the surface.

This model creates a bias, however. It tends to push the sample points away

from the camera that sensed the surface so that they are more likely to lie behind

it. In this chapter, we propose an algorithm which performs ICP using a beam

model bidirectionally, i.e. by sampling points from both surfaces and computing a

single transformation between the views that causes the sample points to lie on or

behind the surface as seen from the other view. This approach removes the bias

that the beam model introduces, and gives more accurate and robust results. We

implement our beam model by using an asymmetric weight function in the least

squares component of our ICP solver. Then, in order to make the algorithm more

practical, we distribute the working load to two RGB-D sensors and implement the

algorithm on a real VSN.

The main contributions of this chapter are:

• A novel bidirectional beam-based sensor model which uses probability to

identify and deal with occlusion. By making the beam-based sensor model

work in a bidirectional way, the proposed model can handle occlusion more

reasonably and prevent point cloud alignment from being ill-posed.
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• A theoretical framework and practical implementation of the ICP algorithm

with the bidirectional beam-based model. Inverse depth coordinates are

adopted to reduce uncertainty of depth measurements, non-homogeneous

error and anisotropic noise.

• The algorithm was implemented and tested both on a laptop and our VSN

testbed of mobile RGBD sensors.

• Extensive experiments using real world data were conducted to evaluate the

performance of proposed algorithm.

3.2 Problem Statement

As an RGB-D sensor can provide a continuous measurement of the 3D structure

within the environment, the relative pose between two RGB-D sensors can be

estimated through explicit matching of surface geometry. The relative pose between

two sensors a, b can be represented by a transformation matrix, Mab, in SE(3),

Mab “

»

—

–

R t

0 0 0 1

fi

ffi

fl

, (3.1)

where R is a 3ˆ 3 matrix indicating the relative orientation, and t is a 3ˆ 1 vector

representing the relative position. The subscript ab indicates Sensor a’s pose relative

to Sensor b’s pose.

Let Za and Zb denote a pair of depth images of the same scene captured by two

separated RGB-D sensors (see Fig. 3.1). The depth pixels in the depth image Za can

be mapped to Zb. Consider the vector pe which represents a real world point in

Euclidean space. In the discussion that follows, we assume that pe can be observed

in Za and Zb captured by two RGB-D sensors a and b. Therefore, real point pe can

be expressed in Sensor a and Sensor b’s coordinate systems by using homogeneous
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coordinates respectively,

pe “ rxa ya za 1sT, (3.2)

pe “ rxb yb zb 1sT. (3.3)

The projections of pe are located at pixel coordinates pia, jaq and pib, jbq on the

depth images Za and Zb, respectively. Given the intrinsic parameters of the RGB-D

sensor a: principal point coordinates pic,a, jc,aq and focal length of the camera p fx,a,

fy,aq, pe can be estimated from the corresponding pixel in depth image Za by using

the pinhole camera model as

pe ”
1
za

„

xa ya za 1

T
”

„

ia´ic,a
fx,a

ja´jc,a
fy,a

1 1
za

T
“

„

ua, va, 1, qa

T
, (3.4)

where pia, jaq denotes the pixel coordinates of this real world point projection in

the depth image Za, and z is the corresponding depth value reported by Sensor a.

Similarly, the relation between pe and its projection on image Zb can be expressed

as,

pe ”

„

ib´ic,b
fx,b

jb´jc,b
fy,b

1 1
zb

T
“

„

ub, vb, 1, qb

T
, (3.5)

It is more convenient to solve for pose using this format, because pu, vq are

a linear function of pixel position. It preserves the linear relationship with the

normalized disparity values and avoids conversion to 3D Euclidean space which

has non-homogeneous and anisotropic noise characteristics. With the accurate

information of the transformation matrix, the depth pixel (projection) at pia, jaq in

Za can establish a relationship between the depth pixel at pib, jbq in Zb as follows,

„

ib´ic,b
fx,b

jb´jc,b
fy,b

1 1
zb

T
“ Mab

„

ia´ic,a
fx,a

ja´jc,a
fy,a

1 1
za

T
(3.6)

and, to simplify the equation, by doing some rudimentary algebraic substitutions
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we obtain the following equation in inverse depth coordinate,

rub vb 1 qbs
T
“ Mab rua va 1 qas

T . (3.7)

Conversely, if we can establish the correspondences between two depth images

and put the corresponding pixel pairs in Eq. 3.6, the transformation matrix denoting

the relative pose between two RGB-D sensors can be determined. Moreover, all the

pixels in Za can be warped to generate a virtual depth image which matches Zb.

However, when there is occlusion in the scene (see Fig. 3.1), some world points

may only be seen by Sensor a and cannot be seen by Sensor b. Therefore, the pixels

representing these points in Za are not able to find their correct corresponding

pixels in Zb. If the incorrect correspondences are established, a virtual depth image

which cannot match Zb will be generated. Therefore, a wrong transformation

matrix is provided according to Eq. 3.6.

3.3 Sensor Model in a Maximum Likelihood Frame-

work

In the research literature, beam models have been applied to the motion estimation

problem using a maximum likelihood framework [KKF12]. In this work [KKF12],

the beam model was applied unidirectionally by taking one of the two images to

be aligned as the reference. This introduces a bias into the model. To remove this

bias, we propose to use the beam model bidirectionally. In this section, we first

review how the unidirectional beam model is used for motion estimation. Then, we

describe how the bidirectional beam model can be formulated within a maximum

likelihood framework. We show that the bidirectional beam model in this form is

difficult to resolve and costly to compute. This forms the basis for our motivation

to incorporate the beam model as a robust weighting function in ICP, as explained

in Section 3.4.
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3.3.1 Beam-based Sensor Model

LetDa andDb denote the depth measurements returned by the Sensor a and b. Each

set of the depth measurements is made up of N pixel elements where each pixel in

the image contains the corresponding depth value, zk
a, such that Da “ tz1

a, ..., zN
a u.

In this model, the depth information in Db is treated as the expected surface, and

the depth information in Da is treated as the measurements. The relative motion

which best aligns the measurements to the expected surface, described by a 6DoF

motion matrix Mab, can be estimated by formulating this as a maximum likelihood

problem as follows,

Mab “ arg max
ĂMab

ppDa|Db,ĂMabq. (3.8)

The conditional probability ppDa|Db,ĂMq can be approximated by the product

of the individual measurement probabilities:

ppDa|Db,ĂMabq “
ź

k

ppzk
a|Db,ĂMabq, (3.9)

where ppzk
a|Db,ĂMabq can be modeled according to the beam model which describes

the probability distribution of a measurement zk
a lying in front (occluding surface),

close to, or beyond the surface given the expected measurements in the depth

measurements Db and the motion matrix Mab. The beam model is illustrated in Fig.

3.2 and this can be represented using a piecewise function. There are three parts in

this piecewise function:

• Case 1: when zk
a ! zk

b : describes the probability of a depth measurement

zk
a being an occluded surface. This is described by a uniformly distributed

function.

• Case 2: when zk
a « zk

b: describes the probability of a depth measurement zk
a
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Figure 3.2: Piecewise function used in the beam model.

being closely aligned to its expected value. This is described by a Gaussian

distribution centered at 0 with standard deviation σz for zk
a « zk

b

• Case 3: when zk
a " zk

b: describes the probability of a depth measurement zk
a

lying beyond its expected value. This is described by a uniformly distributed

function with very low probability.

The beam model when applied to motion estimation within a maximum likelihood

framework explicitly deals with occlusion. However, as the piecewise model used

to distinguish various points is asymmetrical, the beam model creates a bias. It

tends to push the sample points away from the camera that senses the surface so

that they are more likely to lie behind it, which would produce less robust and

more inaccurate results.

3.3.2 Bidirectional Beam Model

To remove this bias introduced by beam model, we propose to use the beam model

bidirectionally, and we name it the bidirectional beam model. In a maximum

likelihood framework, this can be formulated as

Mab “ arg max
ĂMab

rppZa|Zb,ĂMabqppZb|Za,ĂM´1
ab qs. (3.10)
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where Za, Zb are the depth images captured by Sensor a and Sensor b respec-

tively. Similar to the unidirectional beam model, we can assume the conditional

independence for each depth measurement such that

ppZa|Zb,ĂMq “
ź

k

ppzk
a|Zb,ĂMabq, (3.11)

ppZb|Za,ĂM´1
ab q “

ź

k

ppzk
b|Za,ĂM´1

ab q. (3.12)

According to the piecewise function of the beam model, an occlusion determined

by ppZa|Zb,ĂMabq is treated as the measurement beyond the expected surface by

ppZb|Za,ĂM´1
ab q. When the first probability component is maximized as points

are being pushed to the front of the reference surface, the second probability

component will become smaller, which can prevent the transformation matrix Mab

being incorrectly estimated. Eq. 3.10 can only be maximized when the balance

between the two probability components is reached. Eq. 3.10 can be converted into

negative log likelihoods,

Mab “ arg min
ĂMab

ÿ

k

rlog ppzk
a|Zb,ĂMabq ` log ppzk

b|Za,ĂM´1
ab qs. (3.13)

To estimate the 6DoF motion that best aligns a pair of depth images in this form

would require partial derivatives of ĂMab with respect to the 6 motion parameters.

However, as Eq. 3.13 contains both Mab and M´1
ab , we face the difficult high di-

mensional partial differential problem. This is not a trivial task, and even if this is

achievable, it is not computationally efficient. This forms the basis of our motiva-

tion to incorporate the bidirectional beam model as a robust weighting function in

the ICP algorithm.

The advantages of using the bidirectional beam model for pose estimation

include:

53



• It clearly classifies sensed range data into three categories: occluded, near

and beyond.

• By achieving balance between alignments in two directions, it eliminates

the alignment bias of the beam-based sensor models, while preserving their

original nice properties.

3.4 Motion Estimation Using ICP with Bidirectional

Beam Model

In this section, we describe how we incorporate the bidirectional beam model

into the ICP algorithm for 6DoF pose estimation. We first describe various stages

in the standard ICP algorithm and illustrate a variant of ICP using the point-to-

plane metric. Then, we describe how the bidirectional beam model is incorporated

into the ICP algorithm using an asymmetric weight function in the least squares

component of our ICP solver.

3.4.1 ICP Algorithm

The standard ICP algorithm can be described by the following stages,

1. Selection - select N number of points from a reference depth image;

2. Matching - establish corresponding points for selected points in correspond-

ing depth image;

3. Weighting (optional) - Weigh the correspondences based on some measure of

confidence that indicates the quality of the correspondences;

4. Rejection (optional) - Reject point correspondences using fixed thresholds;

5. Error metric - Minimize error metric and estimate the motion vector αj de-

scribed in Section 4.1. This is then used to update the motion matrix M;

6. Iterate from the first stage until convergence.
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There are two popular error metrics in the ICP algorithm – point-point error

metric and point-to-plane error metric. As the point-to-plane error metric is in

general superior to the point-to-point error metric [PCSM13], we adopt ICP with the

point-to-plane error metric in this thesis. The point-to-plane error metric expressed

in normal least squares form is,

C “
N
ÿ

l“1

”

wl,apMabpl
a ´ pl˚

b q ¨~nl˚,b

ı2
, (3.14)

where pl
a are the sampled points in depth frames Za, and pl˚

b are their corresponding

points on Zb. The variables wl,a are weight parameters for established correspon-

dences, and ~nl˚,b are the surface normals at the corresponding points pl˚

b in real

world coordinates. This cost function indicates the error between the established

correspondences between the depth images captured by two sensors. Transforma-

tion matrix, Mab, can be determined by iteratively minimizing Equation (3.14).

3.4.2 ICP with Bidirectional Beam Model

We now describe how the bidirectional beam model is incorporated into the ICP

algorithm. We approach this problem by using an asymmetric weighting function

in the least squares component of our ICP solver. As reported in [HW77], different

weighting functions lead to various probability distributions. For a weighting

function wpxq, the probability density function is expressed as,

ppxq “
1
k

exp

¨

˝´λ

x
ż

0

x1wpx1qdx1

˛

‚, (3.15)

where k “
ş`8

´8
exp

˜

´λ
x
ş

0
x1wpx1qdx1

¸

is the normalization factor. To achieve the

probabilistic model for the beam model in Fig. 3.2, we find a piecewise weighting
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function as follows,

wpzq “

$

’

&

’

%

c{rc` pz˚ ´ zqs if z ď z˚

c{rc` pz˚ ´ zq2s if z ą z˚
, (3.16)

where z˚ is the expected depth value, and z is the measured value. c is the mean of

deviation between expected and measured depth values.

As shown in Fig. 3.2, the likelihood of one correspondence is directly related to

the residual distance between the measurement and the expected surface. There-

fore, the maximum likelihood framework of the bidirectional beam model can

be converted and solved as a novel least squares approach which operates in

a bidirectional way with the weighting function presented above. If correspon-

dences between N “ Na ` Nb pairs of points from two depth images Za and Zb are

established, we can then estimate the transformation matrix Mab by minimizing

C “
Na
ÿ

l“1

”

wl,apMabpl
a ´ pl˚

b q ¨~nl˚,b

ı2
`

Nb
ÿ

k“1

”

wk,bpMab
´1pk˚

a ´ pk
bq ¨~nk,b

ı2
, (3.17)

where pl
a and pk

b are the sampled points in depth frames Za and Zb, pl˚
b and pk˚

a are

their corresponding points on the other depth image respectively. The variables

wl,a and wk,b are weight parameters for correspondences established in opposite

directions between pairs. The variables wl,a and wk,b are weight parameters for

correspondences established in opposite directions between pairs. In addition,~nl˚,b

and ~nk,b are the surface normals at the corresponding points pl˚

b and pk
b in real

world coordinates, and

~nl˚,b “

„

αl˚,b βl˚,b γl˚,b 0

T
, (3.18)

~nk,b “

„

αk,b βk,b γk,b 0

T
. (3.19)
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The cost function presented in Eq. 3.17 consists of two parts:

1. the sum of squared distances in the forward direction from depth images Za

to Zb, and

2. the sum of squared distances in the backward direction from Zb to Za.

Algorithm 1 Relative pose estimation procedure
1: Capture a depth image, Za, on robot a, and capture a depth image, Zb, on robot b.
2: Initialize the transformation matrix, Mab, by the identity transformation.
3: procedure REPEAT UNTIL CONVERGENCE
4: Update depth frame Za according to transformation matrix.
5: Randomly sample Na points from Za to form set Pa,

Sa “ tpk
a P Za, k “ 1, . . . , Nau,

6: Randomly sample Nb points from Zb to form set Pb,
Sb “ tpk

b P Zb, k “ 1, . . . , Nbu.
7: Find the corresponding point set, P˚b , of Pa in Zb,

S˚b “ tp
k˚
b P Zb, k “ 1, . . . , Nau;

Find the corresponding point set, P˚a , of Pb in Za,
S˚a “ tpk˚

a P Za, k “ 1, . . . , Nbu.
Ź The correspondences are established using the project and walk method with a

neighborhood size of 3x3 based on the nearest neighbor criteria
8: Apply the weight function bidirectionally,

Sa ÞÑ S˚b , Sb ÞÑ S˚a
9: Compute and update transformation matrix based on current bidirectionally weighted

correspondences
10: end procedure

An overview of the entire process is presented in Algorithm 1. In this coarse-

to-fine algorithm, each iteration generates an update E to the sensor’s pose which

modifies the transformation matrix Mab. E takes the same form as Mab, which

may be parameterized by a 6-dimensional motion vector having the elements

α1, α2, . . . , α6 via the exponential map and their corresponding group generator

matrices G1, G1, . . . , G6 as

E “ exp

¨

˝

6
ÿ

j“1

αjGj

˛

‚, (3.20)
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where

G1 “

»

—

—

—

—

—

—

—

–

0 0 0 1

0 0 0 0

0 0 0 0

0 0 0 0

fi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

fl

G2 “

»

—

—

—

—

—

—

—

–

0 0 0 0

0 0 0 1

0 0 0 0

0 0 0 0

fi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

fl

G3 “

»

—

—

—

—

—

—

—

–

0 0 0 0

0 0 0 0

0 0 0 1

0 0 0 0

fi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

fl

G4 “

»

—

—

—

—

—

—

—

–

0 0 0 0

0 0 ´1 0

0 1 0 0

0 0 0 0

fi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

fl

G5 “

»

—

—

—

—

—

—

—

–

0 0 1 0

0 0 0 0

´1 0 0 0

0 0 0 0

fi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

fl

G6 “

»

—

—

—

—

—

—

—

–

0 ´1 0 0

1 0 0 0

0 0 0 0

0 0 0 0

fi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

fl

Here G1, G2 and G3 are the generators of translations in x, y and z directions, while

G4, G5 and G6 are rotations about x, y and z axes respectively.

The task then becomes finding the α1, . . . , α6 that describe the relative pose.

Through determining the partial derivatives of ub, vb and qb with respect to the

unknown elements of the motion vector α1, . . . , α6, the Jacobian matrix for each

established corresponding point pair can be obtained from

J “

»

—

—

—

—

–

qa 0 ´uaqa ´uava 1` u2
a ´va

0 qa ´vaqa ´1´ v2
a vaua ua

0 0 ´q2
a ´vaqa uaqa 0

fi

ffi

ffi

ffi

ffi

fl

. (3.21)

The six-dimensional motion vector, which minimizes Eq. 3.17, is then determined

iteratively by the least squares solution

B “ pKTWKq´1KTWY (3.22)

in which W is a diagonal matrix weighting the bidirectional point-to-plane corre-
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spondences, and B, Y, and K are matrices,

B “

»

—

—

—

—

—

—

—

—

—

—

—

—

—

–

α1

α2

α3

α4

α5

α6

fi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

fl

, Y “

»

—

—

—

—

—

—

—

—

—

—

—

—

—

–

´pp1
a ´ p1˚

b q ¨~n1˚,b
...

´ppNa
a ´ pN˚

a
b q ¨~nN˚

a ,b

´pp1˚

a ´ p1
bq ¨~n1,b

...

´ppN˚
b

a ´ pNk
b q ¨~nNb,b

fi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

fl

, (3.23)

K “

”

~n11˚,bJ1 ...~n1N˚
a ,bJNa ~n

1
1,bJ1˚ ...~n1Nb,bJN˚

b

ıT
. (3.24)

Here,~n1l,b “
„

αl,b βl,b γl,b

T
is the surface normal expressed in a slightly different

form than that shown in Eqs. 3.18 and 3.19. To detect the convergence of our

algorithm, we use the thresholds for the ICP framework presented in [LTDL12].

Once the algorithm converges, the registration is considered completed, and the

Mab is refined based on the initial relative pose.

3.4.3 Distributing the Algorithm to Two RGB-D Sensors

In reality, each sensor has only its own captured depth frames. In order to accom-

plish the central working principle of the algorithm described above, we distribute

the algorithm to two sensors.

Considering the limited bandwidth of the network, instead of transmitting a

complete depth image from one sensor to another, each sensor transmits only a

number of sampled points to the other sensor. For example, at each iteration, after

Sensor b receives the sampled point set, Pa, from Sensor a, Sensor b will find the

corresponding point set, P˚b , on its captured depth frame Zb. The first component

in Eq. 3.17 will be derived. The information representing the first component will

be sent with the sampled point set, Pb, from Sensor b to sensor a. At Sensor a, Pb’s

corresponding point set, P˚a , will be determined. The second component in Eq. 3.17
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will be derived. Thereby, Sensor a will acquire the information of both the first and

second components in Eq. 3.17. The motion parameters can be determined.

These procedures are performed in each iteration. The transformation matrix

describing the relative pose between two sensors is obtained by Sensor a until the

algorithm converges. Sensor a sends the inverse transformation matrix to sensor

b. Then, both sensors obtain the information on the other sensor’s location and

orientation. The distributed process is illustrated in Fig. 3.3.

sensor a sensor b

iteration
1

iteration
2

Figure 3.3: Distributing the tasks to two mobile sensors.

3.5 Experimental Results and Discussion

In order to justify the proposed algorithm for relative pose estimation between

multiple RGB-D sensors, we conducted extensive tests to evaluate the performance.

We implemented our algorithm (ICP-BD) in C++ using the libCVD [lib] and OpenK-

inect [opeb] libraries on a laptop with an Intel i7 M620 processor and our mobile

VSN testbed to evaluate its fast processing and robust performance. To verify the
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superiority of our algorithm in relative pose estimation, we compared it with the

benchmark ICP algorithm [BM92] and ICP in inverse depth coordinates (ICP-IVD)

[LTDL12] using point-to-plane error metric.

3.5.1 Dataset Simulations

This set of experiments was conducted on a laptop using the datasets Cabinet,

Large cabinet, Plant, and Structure-no-texture provided in [SEE`12]. Each dataset

is a sequence of Kinect video frames capturing one scene from different angles

of view. In order to simulate situations including different amounts of occlusion

between two sensors’ views, we extracted 4 new sequences from each dataset by

taking one frame out of every 5, 10, 20, and 30 frames. For each trial we treated

two consecutive frames in the new sequence as the depth images captured by two

separated sensors. We deemed a trial to be successful if the error between the

estimated pose and ground truth pose was within 10 centimeters in translation.

The percentages of successful relative pose estimation for different algorithms are

presented in Fig. 3.4.

Fig. 3.4 clearly indicates that

• As the frame is sampled at an incremental interval, each algorithm’s success-

ful percentage decreases. When the frame interval is greater than 10, more

occlusions and differences exist between two sensors’ views. As the proposed

ICP-BD reports higher successful estimation percentages, it outperforms other

algorithms in environments with heavy occlusion.

• When the frame interval is 5, the three algorithms have similar performances.

Therefore, all can be used to handle small motion in the presence with minimal

occlusion.

• When the frame interval is 30, the occlusion between two views is too heavy

and the two consecutive depth images the different from each other. As a

result, the performance of three algorithms reduces significantly.
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ICP-BD ICP-IVD ICP

Figure 3.4: Percentage of successful relative pose estimation in various datasets:
(a) cabinet, (b) large cabinet, (c) dish, and (d) plant by three algorithms: ICP-BD,
ICP-IVD, and ICP.

Furthermore, by adjusting the number of sample points on the depth frames,

our proposed algorithm can process up to 30Hz while still maintaining estimation

accuracy on a standard laptop without GPU implementation, which is faster than

the other ICP variants.

3.5.2 Turntable Simulations

In order to precisely control the occlusion ratios in two sensors’ views, we generated

our own datasets to evaluate the performance of our proposed algorithm for heavily

occluded situations. A turntable was used to obtain ground truth. Several objects

were placed on the center of the turntable, and the images were captured by a Kinect

mounted on a tripod. We generated our dataset from the two scenes illustrated

in Fig. 3.5 and in each scene the turntable was rotated clockwise incrementally at

intervals of 5˝ up to 90˝.

The main difference with this simulation in comparison to the previous set is

that the ground truth was known exactly at every 5˝ interval, which was precisely
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(a) Experimental setup (b) Scene 1 (c) Scene 2

Kinect

Figure 3.5: Experimental setup and two scenes with different occlusions.

controlled, whereas in the previous simulation, the motion between two depth

images was quite random. In this simulation, we could determine when the

algorithms fail to provide the accurate estimation. The performance of the different

algorithms was evaluated based on the rotational and translational residual mean

square error (RMSE), as illustrated in Fig. 3.6.

The graphs in Fig. 3.6 clearly indicate that

• When the angular interval is greater than 15 degrees, more occlusion exist

between two sensors’ views. The proposed algorithm outperforms other

variants, as it reports much lower translational and rotational RMSE.

• Standard ICP has the poorest performance across the experiments. ICP-IVD

can provide similar accuracy in pose estimation before it diverges. However,

as the scene becomes more occluded as the turntable is rotated, ICP-IVD fails

to converge sooner than our proposed method.

• ICP-BD diverges at larger turntable rotation degrees than ICP and ICP-IVD.

This indicates ICP-BD can deal with heavier occlusions between two views.

• For small angular intervals, the relative accuracy between the three algorithms

are small. Therefore, all can be used to handle small motion in the presence

of minimal occlusion.

A successful point cloud alignment after depth image registration using ICP

with the bidirectional beam model is illustrated in Fig. 3.7.
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Figure 3.6: Comparison of the rotational and translational RMSE values for the ICP,
ICP-VD and ICP-BD algorithms over two scenes shown in Fig. 3.5. X-axis values of
the graphs show the amount of turntable angular rotation between two consecutive
frames in degrees.
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Figure 3.7: Point cloud alignment after depth image registration using ICP with
bidirectional beam model. Two frames are from ”Scene 1” with 50o in turntable
rotation interval. In this case, the other algorithms fail to provide correct relative
pose estimation.

3.5.3 Mobile Visual Sensor Network Testbed Experiments

In this set of experiments, we implemented the proposed algorithm on our mobile

visual sensor network testbed. The algorithm ran on the BeagleBoard-xM single-

board computer installed on each mobile sensor in the network distributively.

We generated two different scenes illustrated in Fig. 3.8. In the following

experiments, we performed 50 trials per scene. In each trial, we placed two sensors

at different locations while maintaining their views of the scene from different

angles. Two eyeBugs are able to communicate with each other directly through

the wireless channel. The proposed algorithm was implemented on each eyeBug

and worked in a distributed manner. As we did not have the precise ground truth

information of each eyeBug’s location and orientation in this set of experiments,

we programmed the first eyeBug to keep stable and programmed the second

eyeBug to move to the first eyeBug’s position after it obtained the relative pose

information. We deemed a trial to be successful if the second eyeBug moved to

within 10 centimeters of the first eyeBug’s position.

In Fig. 3.9 we present the frequency of successful trials where one eyeBug

moved to the other eyeBug’s position. When the amount of occlusion and clutter

increases, our algorithm performs 10% to 16% better than ICP-IVD and much better
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Figure 3.8: Two scenes with varying amounts of occlusion and clutter.
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Figure 3.9: Frequency of successful relative pose estimation.

than the benchmark ICP. Due to the computational constraint of our mobile RGB-D

sensors, the algorithm requires an average of 1.21 seconds to provide the relative

pose estimation.

3.6 Summary

In this chapter, we propose the first relative pose estimation algorithm for multiple

RGB-D sensors. The proposed approach can operate in real time on depth images

captured by Microsoft Kinect. It has been implemented on a mobile visual sensor

network to enable a sensor to obtain the location and orientation information of
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the other sensor in the network.

The main contribution of this chapter is the development of a novel maximum

likelihood model, named the bidirectional beam model, which can deal with the

effect of occlusion in the views of different sensors. We incorporated this model into

the ICP framework in order to determine the motion parameters. Different from

the existing centralized algorithms, the proposed algorithm operates distributively

on two sensors. This characteristic makes the proposed algorithm suitable for

relative pose estimation. We conducted three sets of experiments to evaluate the

accuracy and robustness of our proposed algorithm in environments with various

amounts of occlusion. The results of the experiments indicate that the proposed

ICP with bidirectional beam model is robust and accurate in different environments

for relative pose estimation.
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CHAPTER FOUR

SELF-CALIBRATION FOR RGB-D
CAMERA-EQUIPPED VSNS

While the previous chapter presented a method to estimate the relative pose be-

tween two RGB-D sensors, this chapter focuses on using this relative pose esti-

mation algorithm to calibrate VSNs equipped with N ě 3 RGB-D cameras. We

have developed a self-calibration algorithm to achieve this goal. We first model a

VSN as an edge-weighted graph. Then, based on this model, and using real-time

color and depth data, the sensors with shared FoVs estimate their relative poses in

pairwise. The system does not need the existence of a single common view shared

by all sensors, and it works in 3D scenes without any specific calibration pattern or

landmark. Since proposed scheme distributes working loads evenly in the system,

it is scalable and the computing power of the participating sensors is efficiently

used. Sections of this chapter have been published in a conference paper [WŞD15a]

and a journal paper [WŞD14].

4.1 Introduction

Estimating the geometry of a VSN from captured image information only, i.e. self-

calibration [SHJH08, KS11], is a prerequisite for collaborative tasks. Self-calibration

algorithms simultaneously process several images captured by different cameras

and find the correspondences across images. Correspondences are established by
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extracting 2D features from images automatically and matching them between

different images. Then, based on the established correspondences, cameras’ relative

poses can be estimated from the essential matrix [HL06, LF06, RHH08, JSF12,

ABS08]. The accuracy of the self-calibration greatly depends on the reliability

of the relative pose estimates. This problem was first discussed in [DR04] with

the concept of the vision graph. Kurillo et al. [KLB08], Cheng et al. [CDR07],

and Vergés-Llahı́ et al. [VLMW08] later used and refined it for this purpose. It

is becoming a useful general tool for describing the directionality of networked

visual sensors. This approach has been more recently addressed by Bajramovic et al.

[BD08, BBD12, BBD14]. They proposed a graph-based calibration method which

measures the uncertainty of the relative pose estimation between each camera pair.

All of the self-calibration algorithms measure the epipolar structure of the system and suffer

from scale ambiguity. If there is not any object or pattern with known geometry in the

scene, the orientations and locations between cameras are determined up to a scale.

Self-calibration for VSNs with conventional cameras is a well-developed area.

However, to the best of our knowledge, no research work on self-calibration for

multiple RGB-D sensors has been reported. In this chapter, we consider the self-

calibration problem in a VSN with N ě 3 RGB-D sensors operating in GPS-denied

indoor environments (see Figure 1.3). Each sensor, named “eyeBug”, has local

processing ability with a RGB-D camera mounted on the top. A central node with a

high performance processor is also implemented in the system, which can operate

computationally expensive computer vision algorithms. We present a novel self-

calibration algorithm to determine the locations and orientations of the sensors

in this RGB-D cameras-equipped VSN. The proposed scheme can be arranged for

indoor scenarios without the constraint for all sensors to share a common FoV. Our

approaches assume that at least any two given sensors have overlapping FoVs

and that the RGB-D cameras on sensors have been internally calibrated prior to

deployment. Our proposed algorithms consist of the following steps:

1. each sensor extracts color features locally and sends the descriptors of these
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features to the central node,

2. the central node performs feature matching to determine neighboring sensors

and generates an Initial Pose Matrix (IPM),

3. the central node constructs a sensor dependency graph and selects a number

of relative poses to connect sensors as a calibration tree,

4. after the central node broadcasts the information of the calibration tree, sen-

sors work collaboratively to determine the relative poses according to the

calibration tree,

5. the determined relative poses are then transmitted to the central node to

compute the poses of all the sensors in the system.

We formulated the selection of relative poses as a shortest path problem, which

consists of finding the shortest path from a vertex to the other vertices in an

edge-weighted graph. The graph represents the FoVs of sensors as vertices and

overlapping FoVs as edges, respectively.

The main contributions of this chapter are:

• Construction of the sensor-dependency graph based on the overlapping ratio

between neighboring sensors.

• In contrast to the conventional approaches that utilize only color informa-

tion, our approach takes advantage of the combination of RGB and depth

information.

• The locations and orientations of sensors are determined up to the real world

scale directly without involving scale ambiguity.
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4.2 Self-Calibration Algorithm

4.2.1 Overview

Given NpN ě 3q sensors equipped with intrinsically calibrated RGB-D cameras,

the goal is to automatically determine the initial pose of each sensor in a common

coordinate system using only the color and depth data. A central node with a high

performance processor is also included in the system to runs the computationally

expensive algorithms.

When two sensors a and b have sufficiently overlapping FoVs, the relative pose

between two sensors can be represented by a transformation matrix, Mab, in SE(3)

as follows

Mab “

»

—

–

R t

0 0 0 1

fi

ffi

fl

(4.1)

where R is a 3ˆ 3 rotation matrix and t is a 3ˆ 1 translation vector. Mab denotes

the relative pose of Sensor b with respect to Sensor a and is the rigid transformation

from the coordinate system of Sensor b to that of Sensor a. If there is a Sensor c and

the relative pose between sensors c and b is Mbc, then the relative pose between

sensors a and c can be derived via composition as,

Mac “ MbcMab (4.2)

This transformation provides a mapping from the coordinate system of c to that

of b, then from that of b to that of a. Sensor b is the intermediate node in this process.

This operation is transitive, therefore one sensor’s pose relative to another can be

determined indirectly over an arbitrary number of intermediate poses if they exist.

Therefore, the system’s topology can be built up from the pairwise relative poses

between sensors that have common FoVs. In order to achieve this, we first need to

determine the sensors with sufficiently overlapping FoVs. Secondly, sensors are

72



grouped in pairs to determine rough estimations of the relative poses, and a number

of relative poses are selected based on the reliability of the pose information. In the

final step, we calibrate the overall system based on the selected pairwise relative

poses. A general description of the scheme we propose is shown in Figure 4.1. Each

step is described in detail in the following sections.

Figure 4.1: Operational overview of the proposed self-calibration scheme for coop-
erative pose estimation.

4.2.2 Assumptions

We make the following assumptions about the visual sensor network:

• Intrinsic parameters of the RGB-D camera on each sensor are calibrated prior

to deployment,

• Each sensor in the system has overlapping FoV with at least one other sensor;

• The scene is static and the sensors do not move during the localization process,

and

• The sensors can form an ad-hoc network and directly communicate with each

other.

4.2.3 Neighbor Detection and Initial Relative Pose Estimation

We define sensors with overlapping FoVs as neighbors. One sensor’s neighbors

can be detected by searching for image pairs sharing common FoVs. This search

can be viewed as a matching of point correspondences that considers the local

environment of each feature point set. There are three steps in neighbor detection:
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feature detection, feature description, and feature matching. The first two steps

are performed on each sensor locally. Taking processing speed and accuracy

into consideration, we implement FAST [RD06b, RD06a] for feature detection and

ORB [RRKB11] for feature description on each sensor. Instead of transmitting the

complete images, each sensor sends the feature descriptors to the central node to

minimize the transmission load. The corresponding depth information of each

feature is also transmitted in conjunction with the feature descriptors.

Associating the feature descriptors with their corresponding depth values,

the central node can generate feature points in 3D. The central node performs

feature matching between every two sets of the feature descriptors. In order to

increase the matching reliability and robustness against outliers, we adopt both the

symmetrical matching scheme and the geometric constraint to refine the matched

points. In the symmetrical matching scheme, the correspondences between two sets

of feature descriptors are established bidirectionally. One group of correspondences

is generated from matching the first feature set to the second feature set. The other

group is produced from matching the second feature set to the first feature set. For

a pair of matched features to be accepted, two features must be the best matching

candidates of each other in both directions.

Then, we use RANSAC to find a coarse registration, M˚
ij, between every two

matched feature sets. The error metric used to find the best alignment is

M˚
ij “ arg max

ĂM˚
ij

˜

n
ÿ

l“1

|ĂM˚
ijp

l
i ´ pl

j|
2

¸

(4.3)

where, pl
i and pl

j contain the depth information of two matched feature points

as described in Equation 3.4. Each term in the summation indicates the squared

distance between the transformed pose of a feature point pl
i in Sensor i’s feature

set and the matched feature point pl
j in Sensor j’s feature set. Between every

two matched feature sets, the central node samples a number of matched feature

point pairs and determines the transformation matrix repeated. The determined
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transformation in each iteration is evaluated based on the number of inliers in the

remaining 3D feature points. Ultimately, only the matched feature points which

agree with the optimal transformation matrix are kept as good matches. The

determined coarse registrations between every two matched feature sets are stored

as the initial relative poses. Initial relative poses are not accurate and require further

refinements.

After operating the above process on every two feature sets, an Initial Pose Ma-

trix (IPM) can be constructed. As shown in Table 4.1, each element, M˚
ij, represents

the initial relative pose between Sensor i and Sensor j. Since the diagonal elements

represent the relative pose with itself, they are negligible.

Table 4.1: Initial Pose Matrix (IPM) and Uncertainty Matrix (UM) of a VSN with
four sensors.

FMM

No. 1 2 3 4

1 ˆ M˚
12 M˚

13 M˚
14

2 M˚
21 ˆ M˚

23 M˚
24

3 M˚
31 M˚

32 ˆ M˚
34

4 M˚
41 M˚

42 M˚
43 ˆ

UM

No. 1 2 3 4

1 ˆ w12 w13 w14

2 w21 ˆ w23 w24

3 w31 w32 ˆ w34

4 w41 w42 w43 ˆ

4.2.4 Selection of Relative Poses

After determining the neighboring sensors and initial relative poses, we show the

problem of estimating all sensors’ poses can be transformed to the all-pair shortest

path problem.

The relative pose between two neighboring sensors can be estimated using

the relative pose estimation algorithm. In order to calibrate the whole system,

we need to select a number of relative poses to link all sensors together, since

different overlapping areas in FoVs lead to various uncertainty values in relative

pose estimation.
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This process should choose the relative poses with the minimum overall un-

certainty between two sensors. Furthermore, it is known that the accuracy of the

estimation of the relative pose between two sensors may significantly degrade

when increasing numbers of intermediate nodes are added to the computations.

This is mainly due to the uncertainty accumulated each time the relative pose

estimation algorithm operates between two sensors. In order to ensure each sensor

has reliable knowledge of the other sensors’ locations and orientations, we need to

select the relative poses which introduce the smallest overall amount of uncertainty

value to calibrate the system.

A. Sensor Dependency Graph Construction

To efficiently consider all possible combinations of sensor poses, we suggest the

usage of the graph structure sensor dependency graph. A sensor dependency graph

consists of a set of vertices representing each view of the scene observed by a sensor.

The weight on each edge indicates the degree of uncertainty of the pair of views

being connected. Thus, estimating all sensors’ poses can be transformed to finding

the shortest path between every two vertices in the sensor dependency graph.

In order to determine the weight on each edge, we need to first derive the

uncertainty degree of relative pose estimation between every two neighbors. The

relative pose between two neighboring sensors can be estimated by aligning the

3D point clouds extracted from the depth images captured by different sensors. We

used our algorithm [WŞD13a] proposed in Chapter 3 to estimate the relative pose,

since it reports more accurate and robust results in environments with various

amount of occlusions than the current methods. The performance of the relative

pose estimation algorithms depends on the overlapping area between two FoVs.

In the same circumstance, a larger overlapping area leads to a better alignment

and a more accurate estimate. The overlapping area between two neighbors can be

estimated by the initial relative pose determined in Section 4.2.3.

Let Mab denote the relative pose between sensors a and b. The pixels of the
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depth image captured by Sensor a can establish a relation with their projections on

the depth image captured by Sensor b as

„

ub vb 1 qb

T
“ Mab

„

ua va 1 qa

T
(4.4)

„

ib´ic,b
fx,b

jb´jc,b
fy,b

1 1
zb

T
“ Mab

„

ia´ic,a
fx,a

ja´jc,a
fy,a

1 1
za

T
(4.5)

Here, rua, va, 1, qas
T indicates a 3D point in the inverse depth coordinate system,

pia, jaq and pib, jbq are the pixel coordinates on different depth images, (ic,a,jc,a)

and (ic,b,jc,b) are the principal points of cameras on two sensors, ( fx,a, fy,a) and

( fx,b, fy,b) are the focal lengths, and za and zb are the depth values of the same real

world point projections in different depth images. By applying Equation (4.5) on

the depth image observed by Sensor a, we can generate a synthetic view which

is virtually taken at sensor b’s viewpoint. The overlapping area between two

sensors’ FoVs can be determined through comparing the real and synthetic depth

images. We define the overlapping ratio between two neighbors as the proportion

of overlapping area in the observed image. However, in this approach the central

node requires the knowledge of the complete depth image of Sensor a. If all

the sensors have to transmit their observed depth images to the central node, a

considerable transmission load will be generated. In order to efficiently estimate

the overlapping ratio, Sensor a can only send the values and coordinates of four

pixels in its observed depth image. These four pixels are the nearest pixels with

valid depth values to the four corners (top left, top right, bottom left, and bottom

right) of a image. After applying Equation (4.5) on these four pixels, the quadrangle

constructed by the reprojections of these four pixels indicates the region observed

by Sensor a in Sensor b’s view. Although the points in the scene lie on different

planes and have various range values, this approach can still provide a rough

estimate of the overlapping ratio. An example is shown in Figure 4.2.

The relation between the overlapping ratio and the uncertainty in the results
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Figure 4.2: Overlapping area estimation. (a) Depth image captured by Sensor a,
4 corner pixels are highlighted in red; (b) Depth image captured by Sensor b; (c)
Depth image virtually captured at sensor b’s position generated from (a); (d) The
rough estimate of overlapping area in Sensor b’s view. The white region indicates
the overlapping region.
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provided by the relative poses estimation algorithm [WŞD13a] were explored by

analyzing the results of the experiments reported in Chapter 3.5.1. We grouped

image pairs with various overlapping ratios and determined the average error

in relative location estimation (since error in orientation estimation is hard to

evaluate quantitatively, we considered the error in translation only). The results

are presented in Table 4.2.

Table 4.2: Average relative error in the estimated relative location between two
sensors with different overlapping ratios.

Overlapping ratio (φij) Relative error in location
φij ě 0.7 0.8%
0.7 ą φij ě 0.6 1.2%
0.6 ą φij ě 0.5 1.9%

By assuming the error in relative pose estimation accumulates linearly, the

equation

wij “

$

’

’

’

’

’

’

&

’

’

’

’

’

’

%

1 if φij ě 0.7

1.5 if 0.7 ą φij ě 0.6

2.4 if 0.6 ą φij ě 0.5

8 if 0.5 ą φij

(4.6)

is adopted to quantize the overlapping ratio and uncertainty degree. Here, φij

represents the overlap ratio between two sensors i and j, and wij indicates the

uncertainty degree in relative pose estimation between two neighboring sensors. A

larger wij indicates a larger uncertainty value in the relative pose estimation. Based

on the IPM and the criteria in Equation (4.6), the Uncertainty Matrix (UM) can be

generated.

According to the UM, we can generate the sensor dependency graph, G “

pV, Aq. There is an edge between any two neighboring sensors iff the overlapping

ratio is within the range in Equation (4.6). The weight of the edge linking sensors

i and j is wij, which indicates the uncertainty degree. A lower wij indicates a

smaller uncertainty value in relative pose estimation. Then, the problem of relative
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pose selection is transformed to the all-pairs shortest path problem in the sensor

dependency graph, which minimizes the uncertainty in the relative pose estimation

between every two sensors. To the best of our knowledge, we propose the first

sensor dependency graph which uses the overlapping ratios between FoVs as the

weights of the edges.

B. Calibration Tree Construction

The shortest path between every two vertices can be determined using the Floyd–

Warshall algorithm [CSRL01]. The central node first generates Dist as a |V| ˆ |V|

array of minimum distance and initializes Dist according to UM. Next, the Floyd–

Warshall algorithm is used to determine the shortest paths between every pair

of sensors and update Dist. Then, the central node needs to select one sensor as

the primary sensor and make all the other sensors calibrate their poses according

to the primary sensor’s coordinate system. In order to minimize the uncertainty,

the central node selects the sensor which has the smallest overall weight on the

shortest paths to all the other sensors as the primary sensor. Finally, the sensors

can be connected as a calibration tree with the primary sensor as the root. In this

method, the relative pose estimation algorithm only requires to operate |V| ´ 1

times to connect all the sensors. The time complexity of the overall scheme is

OpVq. Therefore, this scheme is scalable to initialize VSNs with a large number

of RGB-D sensors.

4.2.5 Distributed Relative Pose Estimation Algorithm

Although the initial relative poses on the edges of the calibration tree have already

been obtained in the neighbor detection process, these estimations are not accurate

enough to calibrate the overall system. Therefore, after the calibration tree is built,

the central node will broadcast the connection information of the calibration tree

and the related initial relative poses to all the sensors. Then, the relative pose

estimation algorithm described in Chapter 3 will operate on each sensor locally
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to compute the relative poses in the calibration tree. Different from the methods

for conventional RGB cameras which use feature correspondences to determine

the rotation and translation up to a scale, this distributed, peer-to-peer algorithm

determines the relative pose in consistent real world scale through the explicit

registration of surface geometries extracted from two depth images. The regis-

tration problem is approached by iteratively minimizing a cost function in which

error metrics are defined based on the bidirectional point-to-plane geometrical

relationship [WŞD13a]. However, instead of using identity transformation as the

initial guess, we use the initial relative pose determined in the neighbor detection

process as the initial guess for relative pose estimation.

The relative poses that construct the calibration tree are transmitted to the

central node after being determined by sensors. Then all sensor locations and

orientations can be calibrated according to the primary sensor’s coordinate system.

A simple example of the working process is shown below. Figure 4.3 depicts a

calibration tree for initializing a VSN with 4 sensors. Sensors operate the relative

pose estimation algorithm to derive the relative poses Mab, Mac, and Mcd according

to the tree. By using these three pose matrices, the relative pose between every

two sensors in the network can be derived. For instance, Sensor d’s location and

orientation in Sensor b’s coordinate system can be derived as

Mbd “ MadMba “ McdMacM´1
ab (4.7)

a
b c

d

Figure 4.3: Example of a calibration tree.
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4.3 Experimental Results and Discussion

In order to quantitatively evaluate the performance of the proposed method, we

conducted a series of experiments, both in simulation and with our custom-built

VSN 1. Section 4.3.1 describes the localization experiments that were carried out

with our experimental VSN in indoor environments. Section 4.3.2 presents the

results of a set of simulations designed to further evaluate the behavior of the

method.

4.3.1 Indoor Experiments

We used the color and depth images captured by our experimental VSN consisting

of seven RGB-D sensors. The images were taken from various locations in and

around the WSRNLab facility [wsr]. Color images of collected five scenes are

shown in Figure 4.5. As the sensors were deployed on the same plane in this

set of experiments, the ground truth locations and orientations could be easily

measured manually. The estimated sensors’ poses are shown in Figure 4.6, in

which the estimated poses are depicted in red circles and the ground truths are

represented in blue stars. We derived the average absolute errors accordingly and

the results are presented in Table 4.3. The calibration trees of 5 scenes are illustrated

in Figure 4.4. The pose estimations of Scene 1 have the smallest absolute error,

while the estimates in Scene 5 have the largest absolute error. We also measured the

average relative error for localization. The relative errors were computed based on

the absolute errors and the system dimensions. It is clear that the pose estimation

results in Scene 4 and Scene 5 are the most and least accurate of the five scenes

respectively. By analyzing the sensors’ sensing ranges in different scenes, we found

that sensing range is the main factor that affects the performance of our proposed

scheme. As reported in [Kho11], the errors in the depth measurements of Kinect

1As there is not any self-calibration algorithm for RGB-D sensors and self-calibration algo-
rithms for conventional cameras suffer from the scale ambiguity problem, we cannot compare the
performance of our proposed method with the performance of other approaches.
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Figure 4.4: Calibration trees of indoor experiments.

Table 4.3: Average error between the estimated poses and the ground truth.

Data Set Sensing Range Average Absolute Error Localization Average Relative Error
Max (m) Average (m) Location (mm) Orientation (˝)

1 1.92 1.47 10.0 1.6 2.26%
2 6.23 1.72 14.8 2.3 1.36%
3 3.95 1.86 25.1 2.7 1.39%
4 1.79 1.41 12.6 2.1 1.12%
5 6.02 4.14 64.7 6.2 3.81%

increase quadratically from a few millimeters at 0.5 m distance to about 4 cm at

the maximum range of the sensor. The inaccurate depth information obtained by

the Kinect on each sensor influences the performance of the distributed relative

pose estimation algorithm, thereby decreasing the accuracy of the overall scheme.

Due to this limitation of the RGB-D camera, the sensors’ sensing ranges should be

controlled to between around 0.5 m to 3.5 m.

4.3.2 Simulation Experiments

A series of simulation experiments was conducted to investigate the accuracy and

bandwidth consumption of the proposed scheme implemented on systems that

were larger and have more complicated topologies than those we could construct

with our available hardware. When sensors are deployed on different planes,

the ground truth poses are difficult to measure precisely using manual methods.

Therefore, in this set of simulations we applied 3D image warping technique

[MFFT08] on the color and corresponding depth images captured in Scene 4 to

generate synthetic image sets with known transformation matrices. Image sets

were generated for systems consisting of 10, 15 , 20, 25, 30, 35, and 40 sensors. In

this process, we ensured that each sensor had sufficiently overlapping FoV with at
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Figure 4.5: Color images captured by the multi-sensor system in 5 representative
scenes.
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Figure 4.6: Estimated and ground truth sensor poses in Scenes 1 and 2 (see Fig-
ure 4.5). Estimated locations are depicted by red circles and their ground truth
positions are shown by blue stars. The line segments on different markers indicate
orientations.
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Figure 4.7: Estimated and ground truth sensor poses in Scenes 3 and 4 (see Fig-
ure 4.5). Estimated locations are depicted by red circles and their ground truth
positions are shown by blue stars. The line segments on different markers indicate
orientations.
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Figure 4.8: Estimated and ground truth sensor poses in Scene 5 (see Figure 4.5).
Estimated locations are depicted by red circles and their ground truth positions are
shown by blue stars. The line segments on different markers indicate orientations.

least one another sensor and could be connected in the calibration tree. The results

presented in Figure 4.9 are averaged over 10 runs of the simulations with vertical

bars indicating the variance.

Figures 4.9a and b, indicate that the absolute errors in both location and orienta-

tion increase as the number of sensors in the system grows. This is because, when

the number of sensors rises, the calibration tree becomes larger and the primary

sensor requires more intermediate nodes to establish the connection with another

sensor in the system. Although this effect accumulates small errors, the average

absolute errors are still quite small and the average relative error is within 1.3%.

The average bandwidth consumption of each sensor is presented in Figure 4.9c.

As expected, the bandwidth usage per sensor remains consistent approximately

in relation to the number of sensors in the system. Two processes in our proposed

scheme require communication between sensors: (1) neighbor detection; and (2)

distributed relative pose estimation. As the number of times that distributed rel-

ative pose estimation runs increases linearly with the number of sensors, each
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Figure 4.9: Simulation results showing the location estimation and average abso-
lute errors, and bandwidth consumption as the number of sensors in the system
increases.
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sensor’s transmission load in this process will not be influenced by the number of

sensors in the system. The only variable that affects the transmission load is the

number of feature points in the neighbor detection process. However, the number

of feature points, which depends on the structure of the captured scene, is unrelated

to the number of sensors. Therefore, the evenly distributed communication load

throughout the system indicates the good scalability of our proposed scheme.

4.4 Summary

This chapter describes the first approach which uses color and depth information to

initialize sensors’ poses in a RGB-D camera-equipped VSN. Our scheme first detects

each sensor’s neighbors using robust feature matching. Then the overlapping areas

between the FoVs of neighboring sensors are determined to establish the sensor

dependency graph. A calibration tree is generated by finding the shortest path

between the primary sensor to all the other sensors in the system. Finally, a

distributed relative pose estimation algorithm is performed to precisely compute

the relative pose between every two connected sensors in the calibration tree.

Extensive real world experiments and synthetic dataset simulations have been

conducted. The results show that our scheme is robust and accurate in different

environments and with various densities of sensors. Importantly, the proposed

scheme operates distributively and allows the sensors to use the limited wireless

bandwidth more efficiently. This calibration algorithm, which provides initial

location and orientation information, has great potential for use in a wide range of

applications, such as visual SLAM and 3D reconstruction.
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CHAPTER FIVE

EFFICIENT RGB-D DATA
COMMUNICATION SCHEMES

This chapter focuses on using the sensors’ pose information to achieve efficient RGB-

D data communication in VSNs. In particular, we concentrate on the environments

in which the communication bandwidth is severely limited and fluctuating. To

this end, this chapter will first introduce a depth video compression scheme for

a single mobile RGB-D sensor. Then, based on this algorithm, a collaborative

color and depth data coding scheme will be presented for multiple sensors. Three

publications [WŞD13c, WŞD`15b, WŞD`] have been generated from parts of this

chapter.

5.1 Introduction

The invention of low-cost RGB-D cameras has made large-scale, high-resolution

3D sensing for mapping, immersive telepresence, surveillance, and environmental

sensing tasks easily achievable. Furthermore, mobile robots with RGB-D sensors

can form VSNs to work collaboratively and autonomously, reducing the time re-

quired to complete these tasks. However, the volume of visual and depth data

generated by a VSN is large, which presents a challenge for efficient data trans-

mission and storage, particularly over the shared wireless channels. The problem

is further exacerbated by the operation of the robots in potentially hostile envi-

ronments, such as mapping indoors after a disaster such as Fukushima nuclear
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reactor accident and underground cave exploration, which leads to communication

difficulties.

A literature review on methods to remove the redundant information in color

and depth data is presented in Chapter 2. These schemes can be broadly clas-

sified into two categories: approaches developed to remove (i) inter-frame re-

dundancies [GM04, HWDK08, DTPP09, SMAP14, KFMK09, FWL11, NMD13], or

(ii) multi-view redundancies [ML05, CAS09, CCAS12, CCM12, WC07, ZHL10,

SMW07, BAA06, EWK09, LWP11, Feh04, LCH11, Mar99, WHY11]. Inter-frame

redundancies exist in consecutive frames captured by one sensor, while multi-

view redundancies exist in images captured by neighboring sensors which have

overlapping FoVs. Though many schemes have been proposed in recent years,

those in the first category concern the exploration of the temporal correlation in the

video captured by a fixed camera. The approaches in the latter category require the

processor to have full knowledge of the images captured by all cameras or the pose

differences between cameras are very small. Therefore, in this chapter, we address

the redundancy removal problem in two circumstances. The first circumstance is

typical in visual-SLAM (simultaneous localization and mapping) or surface recon-

struction applications, in which a mobile RGB-D sensor collects depth and visual

information of a static environment. In the second circumstance, multiple static

RGB-D sensors have overlapping FoVs, while they have no knowledge about the

images observed by the others. We propose a new method, called 3D Image Warping

Based Depth Video Compression (IW-DVC), for fast and efficient compression of depth

video captured in the first circumstance. Then, based on this method, we present

the Relative Pose based Redundancy Removal (RPRR) scheme to efficiently remove the

redundant information captured by each sensor before transmission.

This chapter is organized as follows. Section 5.2 presents the coding scheme

for the depth video captured by a mobile RGB-D sensor. Section 5.3 presents the

framework for removing the redundant color and depth information captured by

multiple RGB-D sensors. The performances of two schemes are analyzed in Section
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5.4. Finally, Section 5.5 summarizes the content of this chapter.

5.2 Depth Video Compression for a Mobile RGB-D

Sensor

In the first circumstance, the depth video compression problem inevitably becomes

much more complicated when moving cameras are involved. As the distance

between a moving camera and the objects in a scene changes across time, depth

values of the static objects change in successive depth frames. This characteristic is

against the assumption of the most depth video coding schemes. These schemes

assume the depth information of the static regions in the scene does not vary in

successive depth frames. Therefore, the coding schemes with motion compensation

methods for static cameras become very inaccurate or even useless with mobile

cameras. As the RGB information can be compressed easily by conventional

image/video coding schemes, we focus on the development of a fast and efficient

coding method for the depth video.

5.2.1 System Overview

An overview of the new scheme we propose, called 3D Image Warping Based Depth

Video Compression (IW-DVC), is shown in Fig. 5.1 and Fig. 5.2. We first eliminate the

redundant depth data at the encoder side (Fig. 5.1). Let ZI and ZP denote an I-frame

and P-frame in a group of pictures (GoP) in a captured depth video. The system

consists of two main components: a motion compensation algorithm and a lossless

coding scheme. Before encoding ZP into a bitstream, the differences between ZP

and ZI should be determined in motion compensation first. The first step of the

encoding procedure (Fig. 5.1) is the inter-frame motion estimation. We estimate the

motion of a moving sensor in the time interval of capturing depth frames ZI and

ZP. In the second step, ẐP, a prediction of ZP is generated by using the interframe

motion information, forward estimation/reverse check, and block-based update.
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Figure 5.1: Encoding process of the 3D Image Warping Based Depth Video Compression
(IW-DVC) framework.

Figure 5.2: Decoding process of the 3D Image Warping Based Depth Video Compression
(IW-DVC) framework.
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This procedure estimates the newly observed depth information in ZP. Then, only

the newly observed information in ZP is encoded using an entropy coding scheme.

As a result, the redundancy in the depth video is removed during the encoding

process.

In the decoding process, the received bitstream is decoded with the same codec

used at the encoder side. I-frames can be directly decoded from the bitstream. Each

P-frame has to be reconstructed using the decoded newly observed information

(intra blocks) in each P-frame and its corresponding I-frame. Then, a crack-filling

approach is used to deal with the under-sampling issue [MMB97] and enhance the

quality of the reconstructed P-frames.

The proposed framework can be implemented directly on a mobile RGB-D

sensor system to achieve efficient depth video storage and transmission. This

approach enables better prediction of frames, leading to an enhanced compression

performance by taking advantage of the characteristic properties of depth images.

Furthermore, this motion compensation method is computationally efficient and

can operate in real-time, since it does not need to derive the mean squared error

(MSE) block-by-block, and it further can be used as a front-end for other depth

image coding schemes to remove the redundancy between consecutive frames

prior to further coding. The received depth information can be used for many

applications, such as visual mapping and exploration, 3D scene reconstruction, or

free viewpoint video rendering. The main contributions of this framework can be

summarized as follows:

• Theoretical development and practical implementation of the first motion

compensation algorithm for depth video captured by a mobile sensor/camera,

• Thorough performance evaluation of the proposed framework under the

various parameter changes to the system, and

• Extensive experiments using multiple datasets to evaluate the coding perfor-

mance under a variety of scenes.
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5.2.2 Interframe Motion Estimation

Conventional 2D block-based motion estimation algorithms use 2D block matching

approaches to estimate the MVs which can map the pixels from the reference frame

to the current frame. However, this kind of approaches relies on the assumption that

the pixels representing the surface information on the same object stay unchanged,

even if the object or the camera is in motion. Therefore, it is clear that these 2D

block-based motion estimation approaches are not optimal for depth videos, as the

depth frames represent the distance of objects within a scene relating to the camera

position and the depth values change when the camera or object is moving.

Taking advantage of the depth image characteristics, the depth pixels in the

reference frame can be mapped to the current frame. We assume that a world

point pe can be observed in ZI and ZP captured by the mobile RGB-D sensor,

and the projections of pe are located at pixel coordinates piI , jIq and piP, jPq on the

depth frames ZI and ZP, respectively. Also, under the assumption that the world

coordinates system is equivalent to the mobile sensor coordinate system, the depth

pixel (projection) at piI , jIq in ZI can establish a relationship between the depth pixel

at piP, jPq in ZP as follows,

„

iP´ic
fx

jP´jc
fy

1 1
zP

T
“ M

„

iI´ic
fx

jI´jc
fy

1 1
zI

T
(5.1)

To simplify the equation, by doing some rudimentary algebraic substitutions, we

obtain the following equation in inverse depth coordinate,

ruP vP 1 qPs
T
“ M ruI vI 1 qIs

T . (5.2)

The transformation matrix M represents the 6 DoF motion model, which describes

the motion of the sensor and the transformation of the structure between a pair of
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depth images. It has the form

M “

»

—

–

R t

0 0 0 1

fi

ffi

fl

, (5.3)

where R is a 3ˆ 3 rotation matrix and t is a 3ˆ 1 translation vector. Therefore, if

we have accurate information about the transformation matrix M, each pixel in

the reference depth frame can find its corresponding pixel in the current depth

frame. We can treat depth frames ZP and ZI as the depth images captured by

two RGB-D sensors, and the transformation matrix can then be derived using

our proposed relative pose estimation algorithm, which is described in Chapter

3. It estimates M through the explicit registration of surface geometries extracted

from two depth frames. The registration problem is approached by iteratively

minimizing a cost function, the error metrics of which are defined based on the

bidirectional point-to-plane geometrical relationship.

5.2.3 Forward Estimation/Reverse Check and Block-based Update

After determining M, the correspondences between the depth pixels in ZI and

the depth pixels in ZP are established by the forward estimation/reverse check and

block-based update procedures. They are explained in this section.

A. Forward Estimation

Figure 5.3: An intuitive example of forward estimation. The depth frame ẐP is
predicted from ZI as the frame captured at P-frame’s viewpoint virtually. After
comparing ẐP and ZP, the newly observed information in ZP is outlined in yellow.
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In the forward estimation, we try to generate a depth frame ẐP which is the

prediction of the depth frame ZP. We first initialize the pixels in ẐP to the invalid

depth value. Then, according to Eq. 5.1, each pixel in depth frame ZI is warped to

a coordinate in ẐP. In this process, it can happen that two or more different depth

pixels are warped to the same pixel coordinate in ẐP. This over-sampling issue

occurs because some 3D world points are occluded by others at the new viewpoint.

We adopt Z-buffer [MFFT08] to solve this problem. By contrast, some regions in

ẐP may have no valid depth information, as none of the pixels in ZI can be warped

to these regions. We name these hole regions and pixels in them have invalid depth

values. They indicate that some depth information in ZP cannot be predicted from

ZI . Therefore, the regions in ZP with the same locations of hole regions in ẐP are

assumed to contain the newly observed depth information. An example of this

process is shown in Fig. 5.3. In this example, the regions containing the depth

information that can only be observed by ZP are outlined in yellow.

B. Reverse Check

Although the forward estimation can detect the newly observed depth information

in the current frame ZP in most cases, it may fail to operate correctly in situations

when some points are occluded by the objects that can only be seen in ZP. A typical

scenario is shown in Fig. 5.4. In this example, as object A cannot be observed

in I-frame, the forward estimation will falsely treat the background in red as the

surface that can be observed in ZP. The surface of object A in green is observed

in ZP instead of the red background surface. Therefore, the forward estimation

cannot accurately determine the newly observed depth information of ZP in this

case.

In order to solve this problem, we introduce a reverse check mechanism. Similar

to the warping process in the forward estimation, in the reverse check process the

pixels on depth frame ZP can be warped to generate a depth frame, ẐI , which is

captured at I-frame’s viewpoint virtually. The warping process in the reverse check

98



Figure 5.4: An example of situations that may lead to forward estimation failures:
Object A is not in the field of view of the sensor at I-frame’s location. The object
enters the view of the sensor at P-frame’s location, and a section of the background
surface consequently becomes occluded.

can be described as

„

iI´ic
fx

jI´jc
fy

1 1
zI

T
“ M´1

„

iP´ic
fx

jP´jc
fy

1 1
zP

T
. (5.4)

Pixels at piP, jPq in ZP can be mapped to piI , jIq in ẐI . In this process, the pixels

representing the range information of the green surface on object A will move out

of the image coordinate range and will not be shown in ẐI . Therefore, we need to

find the pixels in ZP that move out of the image coordinate range in the reverse

check process to complete the newly observed information determined by forward

estimation.

C. Block-Based Update

In order to identify the newly observed depth information in the current depth

frame, forward estimation and reverse check mechanisms are used in combination.

First, based on the transformation matrix M, the forward estimation (Eq. 5.1)

generates a virtual depth frame ẐP. Second, with the reverse check mechanism, ẐI

is generated from ZP (Eq. 5.4). We record the coordinates of the pixels in ZP which

are warped out of the image coordinate range of ẐI . Third, we use these recorded
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coordinates to set the values of the corresponding pixels in ẐP to holes.

Then the virtual depth frame ẐP and captured frame ZP are uniformly sub-

divided into 8ˆ 8 pixels macro blocks. We search for the blocks in ẐP with the

number of pixels with invalid depth values which are above a pre-determined

threshold1. Blocks in ẐP can then be classified into two groups as follows,

if (number of pixels with invalid depth values in the block) ă threshold then

“Skip block”: ZI has sufficient data to predict the depth

information in the block with the same coordinates in ZP.

else

“Intra block”: The block with the same coordinates in frame

ZP contains the depth information that ẐP does not have,

and consequently cannot be predicted from ZI . The depth

information in the block with the same coordinates in ZP should

be included in the encoding process.

end if

5.2.4 Differential Huffman Coding with Multiple Lookup Tables

(DHC-M)

Using the process explained in Section 5.2.3, we can extract the newly observed

depth information from every P-frame in a depth video. However, there is still

further room for improvement. As the depth frames usually contain a large number

of smooth regions, there is generally a high degree of correlation between adjacent

pixels. Therefore, we can assert that a high degree of pixel-to-pixel correlation

will result in a high compression ratio in differential coding. As the accurate

information in keyframes [KM08] is a prerequisite for the successful operation

of many applications [HKH`12], such as SLAM and 3D reconstruction, we need

to keep the full fidelity of these frames which are usually the I-frames in a GoP.

1Based on different compression requirements, the value of the threshold can be set as a certain
portion of the total number of pixels in one block, such as 1{2 or 1{6. A lower threshold leads to
lower compression ratios.
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Therefore, we propose a lossless coding scheme to encode complete I-frames and

only the newly observed information in P-frames.

We designed our coding scheme, called Differential Huffman Coding with Multiple

Lookup Tables (DHC-M), to be fast and capable of compressing the depth images

in a lossless manner without introducing any artificial refinements. The DHC-M

scheme can be applied on complete depth frames or individual blocks.

The DHC-M scheme operates by comparing the current depth pixel with its

reference pixel (which is the neighboring pixel of the pixel under consideration). If

a pixel is at the end of a row, then it is treated as the reference pixel of the pixel in

the same column under it (see Fig. 5.5).

...

...

...

...

...

...

...

...

...

......

Figure 5.5: Depth pixels and their reference pixels in a frame.

The difference between the values of a pixel and its reference pixel is used in

the encoding process. However, the depth image captured by RGB-D sensors has

a proportion of pixels that have invalid depth value (holes). The invalid value is

set at 2047, which is the largest number which can be represented by 11-bit data.

This characteristic causes the difference between the current and reference pixels to

have a high dynamic range. If we directly apply the standard entropy coding on

the difference values, the compression ratio will be very limited. It is because the

probabilities of difference values are distributed in a very wide range. In order to

efficiently encode these difference values, we centralize the probability distribution

by classifying the difference values into two groups according to the value of the

reference pixel, and using two different lookup tables to encode the differences.

Let Xi represent the current pixel. If it has a valid depth value, we use the
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symbol Vi, or Hi, if it is a hole. Similarly for its reference pixel, we use the symbols

Vi´1 or Hi´1 depending on whether it is a hole or not.

The first lookup table is used for the cases when a reference pixel is a hole, and

its values are generated according to the conditional probabilities as follows,

ppXi|Hi´1q “

$

’

’

&

’

’

%

ppVi|Hi´1q if the current pixel is valid

ppHi|Hi´1q otherwise,
(5.5)

where ppVi|Hi´1q “ qhpViq, and ppHi|Hi´1q “ qhpHi ´ Hi´1q. The second lookup

table is for the cases where the reference pixel has a valid depth value, and is

established based on conditional probabilities as follows

ppXi|Vi´1q “

$

’

’

&

’

’

%

ppVi|Vi´1q if the current pixel is valid

ppHi|Vi´1q otherwise,
(5.6)

where ppVi|Vi´1q “ qvpVi ´Vi´1q, and ppHi|Vi´1q “ qvpHiq. We use the standard

technique of Huffman coding [Huf52] to generate two lookup tables based on

the probability distributions of qhpq and qvpq. Probability distributions of qhpq

and qvpq are determined empirically by collecting information over a number

of representative depth images which are captured in scenarios with varying

geometrical structures.

In the encoding stage, the scheme first determines whether a reference pixel

is a hole. If it is, the first lookup table (generated using Equation (5.5)) is used to

determine the codeword of the difference value. Otherwise, the second lookup

table (Equation (5.6)) is used instead.

5.2.5 Decoding Process and Under-Sampling Problem

At the decoder side, the received bitstream is decoded with the same lookup tables

used at the encoder side. In the decoding process, if the reference pixel is a hole,

the first lookup table is used to decode the current pixel, otherwise the second
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table is used. As no motion compensation is applied on I-frames, every I-frame

can decoded losslessly, while after motion compensation, only some blocks of

each P-frame are transmitted with the transformation matrix. Therefore, each

P-frame is lossy encoded and need to be decoded using its corresponding I-frame,

transformation matrix, and transmitted blocks. We first apply the transformation

matrix on each pixel in I-frame (using Equation (5.1)) to generate the prediction

of the P-frame, ẐP. Then, we paste the transmitted blocks on ẐP. Eventually, the

P-frame is reconstructed at the decoder side.

Directly applying warping equations may cause some visual artifacts in the syn-

thesized view, such as disocclusions and cracks. Disocclusions are areas occluded

in the reference viewpoint and which become visible in the virtual viewpoint, due

to the parallax effect. Cracks are small disocclusions, mostly due to under-sampling

issue. Some remarkable methods [ZT05, OYH09, ZL13, MFFT08] have been pro-

posed to reduce these adverse effects, especially the effects of disocclusions. In our

system, the disocclusion effects are fixed using information of the original P-frames

in a block-based update process. Here, we only need to deal with the cracks gener-

ated due to the under-sampling problem. Under-sampling occurs when the warping

process “rotates” a surface in such a way that the viewing angle becomes closer to

the normal or reduces the distance between the sensor and the surface (Fig. 5.6). In

such situations, the original image does not have enough information to predict

the same surface from the viewpoint of the generated image.

A distinguishing feature of the pixels in cracks is that they have invalid depth

values and their neighboring pixels usually have valid depth values. There are two

general approaches to fill cracks. The first approach is to use the value of the nearest

non-hole pixel on the left/right side to fill the pixels in the cracks [MMB97, LWP11].

This method is inaccurate and not robust for scenes that contain objects with

complex geometries and variable camera motions. The second approach uses a

median filter to smooth the whole image [MFFT08, OYH09]. This approach exhibits

good performance on filling the cracks, but it smooths the complete image and
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introduces noise in regions with correct depth values, especially on the object

boundaries. In order to avoid this adverse effect, we have modified it by using an

adaptive median filter. The filter is only applied on the pixels with invalid depth

values instead of the whole image. A detailed performance evaluation of these

three crack-filling algorithms is presented in Section 5.4.1.

Figure 5.6: Cracks can be introduced during the image warping process due to the
under-sampling problem.

5.3 Collaborative RGB-D Data Transmission for Mul-

tiple RGB-D Sensors

In the second circumstance, as the same scenario may be observed by multiple

sensors, the collected images will inevitably contain a significant amount of cor-

related information, and the transmission load will be unnecessarily high if all

the captured data are sent. In this section, we focus on this issue, and extend

IW-DVC to a distributed framework to create a novel approach in developing a

comprehensive solution for minimizing the transmission of redundant RGB-D data

in VSNs. Our framework, called Relative Pose based Redundancy Removal (RPRR),

efficiently removes the redundant information captured by each sensor before

transmission. We designed the RPRR framework particularly for RGB-D camera-

equipped VSNs which eventually will require to work in situations under severely

limited communication bandwidth. The scheme operates fully localized.
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5.3.1 System Overview

In the RPRR framework, the characteristics of depth images, captured simultane-

ously with color data, are used to achieve the desired efficiency. Instead of using

a centralized image registration technique [LCLL07, MSMW07], which requires

one node to have the full knowledge of the images captured by the others to deter-

mine the correlations, we propose an approach based on relative pose estimation

between pairs of RGB-D sensors [WŞD13a] and the 3D image warping technique

[Feh04] to locally determine the color and depth information, which can only be

seen by one sensor but not the others. Consequently, each sensor is required to

transmit only the uncorrelated information to the remote station.

Figure 5.7: Operational overview of the RPRR framework.

Consider a simple sensor network consisting of two sensors. Let Za and Zb

denote a pair of depth images returned by Sensors a and b with overlapping FoVs.

Ca and Cb are the corresponding color images. Before encoding depth and color
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images to the bitstream, the disparities between the RGB-D information captured

by the two sensors should be determined first. In the encoding procedure (see

Fig. 5.7), we first estimate the relative location and orientation between two sensors.

In the second step, forward prediction/backward check and block-based update

using the relative pose information are performed to generate a prediction of Zb

and determine the depth information which is shown in Zb but not shown in the Za.

Then, only the uncorrelated information in Zb is encoded using a lossless entropy

coding scheme. As the color image and depth image are registered, only the color

information in Cb corresponding to the uncorrelated depth information needs to

be transmitted. Therefore, the redundancy in the RGB-D information is removed in

the encoding process.

In the decoding process, the received bitstream is decoded with the same coding

algorithm used at the encoder side. Then, several post-processing approaches are

proposed to deal with the under-sampling issue [MMB97] and enhance the quality

of the reconstructed color and depth images.

To the best of our knowledge, the framework we present is the first distributed

scheme that efficiently codes and transmits images captured by multiple visual

sensors with large pose differences.

5.3.2 Relative Pose Estimation

As we require the relative pose information between two RGB-D sensors to deter-

mine the correlation in their captured images, the first step in this framework is

relative pose estimation. The relative pose between RGB-D sensors a and b can be

represented by a transformation matrix Mab and can be computed by the relative

pose estimation algorithm presented in Chapter 3.
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5.3.3 Forward Prediction/Backward Check and Block-based Up-

date

In this process, we use the same process described in Section 5.2.3 to determine the

color and depth information of the regions in the scene which can be observed by

both sensors. However, in this section, we distribute the process to two sensors.

In the forward prediction process, with the accurate relative pose information

Mab, Sensor a can predict a depth image Z˚b , which is virtually captured at Sensor

b’s viewpoint, by applying Eq. 5.1 on each pixel in Za. As the depth image is

registered to the color image, the color pixels in Ca can also be mapped along with

the depth pixels to generate a virtual color image C˚b . Then, all of the captured

images and virtual images are decomposed into 8ˆ 8 macro blocks. In the virtual

depth image, some blocks have no depth information, because none of the pixels

in Za can be warped to these regions. This indicates the blocks with the same

coordinates in Zb and Cb contain the information that can only be observed by

Sensor b but cannot be seen by Sensor a. Therefore, after Sensor a transmits these

block coordinates to Sensor b, Sensor b will record these block coordinates as a set,

B f , and only needs to transmit the RGB-D information in these blocks of Zb and Cb

to the common receiver.

In order to comprehensively determine the redundancy, Sensor b also requires

to generate virtual color and depth images captured by Sensor a. Similarly to the

warping process from Sensor a to b, in the backward check process, Sensor b can

also generate virtual images Z˚a and C˚a , which are virtually captured at Sensor a’s

viewpoint. Thus Sensor b needs to determine the blocks including pixels in Zb that

move out of the image range in the backward check process. The set of these block

coordinates is Bb. Then, Sensor b will derive the universe of the block coordinate

sets B f and Bb as Boverall “ B f Y Bb. The blocks of Boverall in Zb and Cb contain the

information which can only be observed by Sensor b.

In this process, each sensor can easily determine the uncorrelated RGB-D in-

formation by using only the relative pose information, and so avoid transmit-
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ting/receiving and comparing complete color and depth images: Sensor a sends

the complete captured color and depth images, Sensor b only sends the information

in Boverall to the remote monitoring station. As we show later in the experiment,

this leads to significant bandwidth savings.

5.3.4 Image Coding

After the removal of the redundant information, the uncorrelated color/depth

information is compressed to improve the efficiency of the communication channel

usage. We use the coding scheme presented in Section 5.4.1 for encoding depth

images. For RGB color data, we use the Progressive Graphics File (PGF) scheme

developed by Stamm [Sta02].

There are many options for compressing color images, including JPEG2000

and H.264 intra mode. As the wireless channels are effected by noise and error

prone, coding schemes that provide progressive coding are more suitable for sensor

networks. Moreover, since a sensor node of a VSN has limited computational

capability, a lightweight image coding scheme is required in sensor network ap-

plications. Progressive Graphics File (PGF) [Sta02], which is based on a discrete

wavelet transform with progressive coding features, has high coding efficiency

and low complexity. It has similar compression efficiency to JPEG2000, and 10

times faster than JPEG2000. Moreover, PGF has a small open source C++ codec

[50] without any dependencies and is easy to use. Therefore, these properties make

PGF suitable for on-board image compression, and we have implemented the PGF

lossy mode in our testbed to compress two types of color information: color images

and color image blocks.

5.3.5 Post-Processing at Decoder Side

At the decoder side, the received bitstream is decoded with the same lookup tables

used at the encoder side. After the color and depth images captured by Sensor a are

decoded, we use these to predict the depth and color images captured by Sensor b.
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Figure 5.8: Ghost artifacts: The light gray pixels actually belong to the background
surface and falsely warped onto the surface at the foreground.

As explained in Section 5.2.5, 3D image warping may introduce some visual

artifacts in the synthesized view, especially when the transformation is large. In

addition to the disocclusions and crack artifacts mentioned in Section 5.2.5, recon-

structing images captured by Sensor b also introduces ghost artifacts due to the pro-

jection of pixels that have background depth and mixed foreground/background

color.

In our framework, as the information that can only be observed by Sensor b is

also transmitted, disocclusions can be eliminated by filling the disocclusion areas in

the synthesized image with the color and depth information transmitted by Sensor

b. Then, the main artifacts we need to deal with are cracks and ghosts. An intuitive

example of the ghost artifact is shown in Fig. 5.8.

A. Removing Crack Artifacts

The missing color information in cracks is frequently avoided by operating a

backward projection [MFFT08], which works in two steps. Firstly, the cracks in

the synthetic depth image are filled by the median filter, and the bilateral filter is

then applied to smoothen the depth map while preserving the edges. Secondly, the

filtered depth image is warped back into the reference viewpoint to find the color

of the synthetic view. This approach exhibits good performance in filling the cracks,

but it smooths the complete image and introduces noise in regions with correct

depth values, especially on the object boundaries. In order to avoid this adverse
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effect, we have modified it by using an adaptive median filter to fill the cracks in

reconstructed depth images. This filter is presented in Section 5.2.5. For the missing

color information in cracks, instead of warping back the complete image to find the

color information, we adopt the approaches of Do et al. [DZMdW09] which only

warps back the filled depth pixels in cracks to find the corresponding pixels in the

reference image, because the color information of the other pixels which are not in

cracks can be directly estimated in the forward warping process.

B. Removing Ghost Artifacts

As illustrated in Fig. 5.8, some background surfaces are incorrectly shown on

the foreground obstacle’s surface, because the pixels representing the foreground

surface become scattered after the warping process, and the background surface

can be seen through the interspaces between these pixels. This artifact appears

when the transformation/relative pose is very large. In order to remove this noise,

we need to first identify the location of the incorrectly predicted pixels and then

fill them with the estimated values. As the value of the incorrectly predicted pixel

is significantly different from its neighboring pixels, this kind of impulse noise

can also be revised by using the adaptive median filter. We propose a windowing

scheme with 3ˆ 3 window size to determine whether or not a depth pixel contains

an incorrect value. If more than half of the neighboring pixels are out of a certain

range, being either much larger or much smaller than the centering pixel in the

window, the centering pixel is estimated as a potential incorrectly predicted pixel.

Then the centering pixel is replaced with the median value of its neighboring pixels

which are out of the range. The corresponding color information can be found

through backward warping which is similar to the solution for crack artifacts. (We

do not consider this artifact in Section 5.2, because the inter-frame motion is much smaller

than the relative pose between two sensors. The foreground surface is not scattered enough

to be seen through in the warping process at the decoder side of IW-DVC. Therefore, the

ghost artifacts rarely appear in IW-DVC.)
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5.4 Performance Evaluation

In this section, we analyze the performance of the two frameworks, IW-DVC and

RPRR.

5.4.1 Performance Evaluation of IW-DVC

We have implemented the IW-DVC framework in C++ using libCVD [lib], OpenCV

[opea], and OpenKinect [opeb] libraries on a personal computer with an Intel i7-

M620 2.66 GHz processor and 4GB memory. In order to evaluate its performance

we have conducted a series of experiments using datasets selected from the archives

provided by the Computer Vision Group at the Technical University of Munich

[SEE`12]. All datasets in this archive consist of color and depth images captured

by a mobile RGB-D sensor. The datasets also provide the intrinsic parameters of the

RGB-D sensor used. All depth images were captured at a rate of 30 fps (full frame

rate) with a resolution of 640ˆ 480 pixels. The pixels are trained to represent the

distance in meters. For our experiments, we have selected the data sets containing

images captured over static scenes with sufficiently rich geometrical features. The

archival names of the selected datasets are included in Table 5.1. Before conducting

the experiments, we have converted the depth images in these datasets back into

their raw values so that each pixel has 2048 levels of sensitivity.

The two major components of the IW-DVC framework, motion compensation

and the lossless coding scheme DHC-M have been tested separately. DHC-M has

been tested compared against the JPEG2000 lossless mode and context-adaptive

binary arithmetic coding (CABAC) [MSW03]. In the second set of experiments, the

performance of the proposed motion compensation approach has been compared to

the first motion compensation algorithm for depth video that uses 2D block-based

motion vector sharing (2D-BMS) [GM04] and recently developed 3D block-based

motion vector sharing approach (3D-BMS) [FWL11].

There are two main kinds of approaches to evaluate the quality of the recon-
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structed depth images: (1) subjective, and (2) objective methods, such as peak

signal-to-noise ratio (PSNR) and structural similarity (SSIM). Subjective methods

[USS11, BHLCE13] require human viewers to train the assessment program and

judge the quality of the reconstructed images. However, different from the con-

ventional 8-bit depth images, the pixels in the depth images captured by RGB-D

sensors contain 11-bit data. Original depth information in these images cannot

be seen directly. If we downscale them to 8 bits per pixel before using subjective

evaluation methods, a certain amount of information is inevitably lost. Therefore,

the subjective methods are not applicable in this project, and consequently we have

adopted objective methods to evaluate performances.

In the second set of experiments, we have used both PSNR and SSIM to evaluate

the quality of the reconstructed depth images. We also have adopted the entropy

approach to measure the differences between the reconstructed image and the

uncompressed original image. Then, we have analyzed the performance of different

crack-filling algorithms. In the third set of the experiments, we have analyzed the

encoding complexity based on the processing time for each step and presented time

complexity of each step in big O notation. For the latter three sets of experiments,

the GoP size was set to 10 and the block size was 8ˆ 8.

A. Performance Evaluation of DHC-M Scheme

In the first set of experiments, in order to evaluate its effectiveness, we compared

the DHC-M scheme against the standard JPEG2000 lossless mode and CABAC.

Here, we have tested it alone without running the motion compensation block (Fig.

5.1).

DHC-M achieves its best performance when the individualized probability

distributions are used to build lookup tables in different scenes. However, DHC-M

cannot be universally used in this case. In this experiment, we randomly sampled

30 images in each dataset and generated lookup tables of DHC-M accordingly. So

the same lookup tables can be used for all datasets, and DHC-M is able to achieve
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its near-best performance. The results are presented in Table 5.1.

The size of a single uncompressed depth image is 614.4 KB. It is obvious that the

DHC-M scheme outperforms JPEG2000 lossless mode and CABAC in all datasets.

The average compression ratio of DHC-M is 18.7% higher than the average com-

pression ratio of JPEG2000 and 127.9% higher than the average compression ratio

of CABAC. It is because the images captured by RGB-D sensors have a much

higher dynamic range than conventional gray-scale images and the pixels’ values

switch between the valid values and the invalid values (the largest value) fre-

quently. DHC-M, which takes this feature into account and uses two lookup tables

alternatively, centralizes the probability distribution of the difference values and

achieves better context modeling. In contrast, JPEG2000 and CABAC, which are not

specially designed for RGB-D sensors, do not consider this property. Furthermore,

in lossless mode, JPEG2000 use a reversible wavelet transform and no quantization

is performed. As a result, all bits planes have to be encoded, and JPEG2000 is not

able to achieve the best performance.

B. Objective Evaluations of Reconstructed Depth Images

PSNR and SSIM can only indicate the degree of closeness between the reconstructed

and original depth images. As the depth images captured by RGB-D sensors almost

always have a number of pixels with invalid depth values, we need a quality eval-

uation method which can describe the noises of different kinds of pixels separately.

Therefore, we use the entropy of the difference between the reconstructed depth

image and the original depth image to evaluate the performance of the IW-DVC

framework. As GoP size was 10, the system encoded one complete depth frame

(I-frame) losslessly in every 10 frames. The redundancies in the other depth frames

(P-frames) of the same group were removed by our motion compensation approach

presented in Section 5.2.3. Then, only the newly observed depth information in

these frames was coded by DHC-M.
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(1) System without Crack-Filling Algorithm

The objective of this experiment is to evaluate the effects of different block update

thresholds on the compression ratio and the quality of the reconstructed depth

image without implementing the crack-filling algorithm at the decoder side. Three

thresholds were tested, which are 1/2, 1/3, and 1/6 of the overall number of pixels

in one block. Two entropies for holes and pixels with valid values in the recon-

structed depth images were derived. The entropies indicate the theoretical number

of bits required to describe the difference between one pixel in the reconstructed

depth frame and its corresponding pixel in the original uncompressed depth frame.

We also derived the average number of bits required to correct the errors in the

holes and pixels with valid values in one complete reconstructed depth frame to

the original one (ANBR). The smaller ANBR, the higher the reconstructed quality

achieved. The average entropies and ANBRs of seven datasets are presented in

Table 5.2 with PSNR and SSIM.

According to Table 5.2, the compression ratio decreases when the threshold

drops. This because more intra blocks need to be updated and encoded if the thresh-

old is low. In the meantime, when more blocks in the original depth frame are

updated, fewer prediction errors exist in the reconstructed depth image. Therefore,

both entropies decline along with the threshold, and ANBR decreases simultane-

ously.

To verify the superiority of our system, we have implemented 2D-BMS [GM04]

and 3D-BMS [FWL11] on DHC-M and tested them on the same datasets. 2D-BMS

algorithm uses the motion vectors derived from the texture information to encode

both color and depth video. 3D-BMS, developed recently, uses variable block sizes

to perform motion estimation. In addition, it estimates motion vectors in z direction

and good reconstruction quality on the depth video captured by a static camera

has been reported [FWL11]. The results are presented in Tables 5.3 and 5.4.

By comparing the results in Tables 5.2, 5.4, and 5.3, it is clear that the 3D-BMS

has enhanced accuracy than 2D-BMS, and our proposed motion compensation
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Figure 5.9: Examples of the original depth images and their reconstructed coun-
terparts in datasets 1, 3 and 6: (a) Originals; (b) Reconstructed depth images
generated by 2D-BMS; (c) Reconstructed depth images generated by 3D-BMS; (d)
Reconstructed depth images generated by the IW-DVC framework with an up-
date threshold of 1{3; (e) Enhancements of depth images in (d) by 3rd crack-filling
algorithm.
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Figure 5.10: Probability distributions of the number of iterations required for each
of the 7 datasets.

scheme with update threshold at 1/3 and 1/6 outperforms 2D-BMS and 3D-BMS

in reconstruction accuracy, since in each dataset, our system has much smaller

entropies and ANBR. The PSNR and SSIM results of our proposed methods are

also higher than those for the other two algorithms. Moreover, our proposed

method has higher compression ratios than 2D-BMS and 3D-BMS. One reason is

that our approach needs only one 6D motion vector to describe the inter-frame

motion. However, the conventional block-based motion compensation methods

require a motion vector for each block.

We have selected three representative examples of results with noticeable dif-

ferences/artifacts (Fig. 5.9). The scenarios in these three examples contain both

smooth surfaces and abruptly changing object boundaries to allow us to check

the performance of algorithms under a wide range of conditions. The smooth

surfaces in the original images were reconstructed as coarse surfaces with block-

artifacts by 2D-BMS (see the surface of the cabinet in the middle and left images of

Fig. 5.9(b)). This is because the depth information of the same surface changes in

the consecutive frames captured by a mobile RGB-D sensor, while 2D-BMS does
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not consider this issue and does not change the values of the pixels representing

the same surface in consecutive frames. 3D-BMS, which has an extra motion vector

in z direction and uses variable block sizes, achieves relatively good performance

in dealing with this problem. However, it still generates block artifacts on object

boundaries, because different surfaces on the object boundaries can be placed in

the same block. The distance changes on different surfaces are different. Then,

the same motion vector in z direction is used for all the pixels in the same block,

which leads to incorrect prediction on object boundaries. Therefore, we can see

the block artifacts on the smooth surfaces are removed generally in the middle

image of Fig. 5.9(c). But a large number of artifacts and blurs appear on the object

boundaries in the left and right images of Fig. 5.9(c), when the scenes have complex

geometrical structures. IW-DVC framework, which uses a 6D motion vector, not

only maps each pixel from the reference frame to the predicted frame, but also

changes its value individually. Therefore, the IW-DVC scheme does not introduce

these block-artifacts and nicely preserves the object boundary information (see

Fig. 5.9(d)). The results of this experiment are consistent with our analysis at the

beginning of this paper that the block-based motion compensation schemes are

suboptimal for depth video captured by a mobile sensor. However, in Fig. 5.9(d), it

is obvious that some cracks regularly appear in the reconstructed depth images.

This drawback of our motion compensation algorithm can be easily overcome by a

crack-filling algorithm. This is addressed in the next section.

(2) System with Crack-Filling Algorithm

In this experiment, we have focused on determining the best performing crack-

filling algorithm in recovering depth information of the cracks created due to the

under-sampling problem. Based on the results of the experiments presented in

Section 5.4.1, we have chosen 1/3 as the update threshold in this experiment by

considering both compression ratio and the quality of the reconstructed depth

images. We have tested the three crack-filling algorithms described in Section 5.2.5,
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and the results are presented in Table 5.5. The accuracy of each method has been

calculated as follows

accuracy “
correctly filled pixels

maxppixels need filling, filled pixelsq
ˆ 100%.

Tables 5.2 and 5.5 show that the third method has the highest accuracy, PSNR, and

SSIM. The first method, which considers the horizontal neighboring pixels, is only

suitable for cracks generated by a horizontally rotating and translating camera.

However, in these datasets, the mobile camera moves and rotates in all directions.

The second method has similar performance to the third. However, as it is applied

on complete images, it smoothes the overall image and introduces noise in areas

without cracks. Because of this, the entropy of holes decreases while the entropy of

pixels with valid values increases. An important observation to make here is that

the application of the third method leads to a significant reduction of prediction

errors while maintaining a high compression ratio. The third method has higher

ANBR, PSNR, and SSIM values, even though it uses an update threshold of 1/3

(Table 5.5) compared to 1/6 (Table 5.2). Therefore, we adopt the third crack-filling

algorithm at the decoder side to enhance the quality of the reconstructed images

and preserve high compression ratios. The corresponding enhanced results are

shown in Fig. 5.9(e).

C. Encoding Complexity Analysis

In this set of experiments, we present time complexity of each step in big O no-

tation and further analyzed encoding complexity based on the processing time

of each step. We implemented the encoder with the update threshold at 1/3 on

our computer. We measured the average processing time of each step required for

encoding one frame in milliseconds. The results are summarized in Table 5.6.

In Fig. 5.10, we present seven histograms to illustrate the probability distri-

butions of the numbers of iterations in different datasets. We conducted extra

experiments and found there is not any direct relation between the number of

sample points and the required number of iterations. We list the average number of

122



Ta
bl

e
5.

6:
Pr

oc
es

si
ng

ti
m

e
of

th
e

pr
op

os
ed

fr
am

ew
or

k
in

ea
ch

st
ep

fo
r

va
ri

ou
s

da
ta

se
ts

.

N
U

M
B

E
R

O
F

IN
T

E
R

F
R

A
M

E
M

O
T

IO
N

FO
R

W
A

R
D

E
ST

IM
A

T
IO

N
/

B
L

O
C

K
D

A
TA

SE
T

IT
E

R
A

T
IO

N
S

E
ST

IM
A

T
IO

N
R

E
V

E
R

SE
C

H
E

C
K

U
P

D
A

T
E

D
H

C
-M

O
V

E
R

A
L

L

1
7.

54
14

.4
5

(3
1.

12
%

)
26

.9
5

(5
8.

04
%

)
1.

15
(2

.4
8%

)
3.

88
(8

.3
6%

)
46

.4
3

2
4.

01
12

.7
2

(3
0.

22
%

)
24

.1
0

(5
7.

26
%

)
1.

14
(2

.7
1%

)
4.

13
(9

.8
1%

)
42

.0
9

3
6.

21
11

.8
7

(2
7.

29
%

)
25

.5
1

(5
8.

66
%

)
1.

58
(3

.6
3%

)
4.

53
(1

0.
42

%
)

43
.4

9
4

5.
95

11
.6

4
(2

8.
16

%
)

24
.8

2
(6

0.
05

%
)

1.
20

(2
.9

0%
)

3.
67

(8
.8

8%
)

41
.3

3
5

6.
58

10
.5

5
(2

4.
11

%
)

27
.9

8
(6

3.
94

%
)

1.
12

(2
.5

6%
)

4.
11

(9
.3

9%
)

43
.7

6
6

6.
63

9.
31

(2
3.

32
%

)
25

.2
6

(6
3.

28
%

)
1.

18
(2

.9
6%

)
4.

17
(1

0.
45

%
)

39
.9

2
7

6.
57

14
.3

6
(3

3.
43

%
)

23
.3

8
(5

4.
20

%
)

1.
32

(3
.0

7%
)

3.
99

(9
.2

9%
)

42
.9

5
A

ve
ra

ge
6.

21
12

.1
3

(2
8.

31
%

)
25

.4
1

(5
9.

30
%

)
1.

24
(2

.8
9%

)
4.

07
(9

.5
0%

)
42

.8
5

Ti
m

e
co

m
pl

ex
ity

—
O
pn

w
n s
q

O
p
N

fq
O
p
N

fq
O
p
N

fq
O
p
N

fq

123



iterations required for convergence in the process of inter-frame motion estimation

in Table 5.6.

In Table 5.6, nw and ns represent the number of pixels in the searching window

and the number of sampled points in the inter-frame motion estimation process.

N f represents the number of pixels in one complete frame. As N f " nwns, the time

complexity of our motion compensation algorithm is OpN f q. The time complexity

of 2D-BMS is OpNwN f q. Nw indicates the number of different block positions

in the matching window (Nw " nw). The time complexity of 3D-BMS is also

OpNwN f q. Without estimating MVs in a block-by-block manner, our proposed

motion compensation approach with linear time complexity is more efficient than

2D-BMS and 3D-BMS. Moreover, according to Table 5.6, it is clear that the depth

video can be encoded up to around 25 fps in real time on a standard computer.

5.4.2 Performance Evaluation of RPRR Framework

In this set of experiments, we evaluate the performance of the RPRR framework

using two mobile RGB-D sensors of our VSN platform. Color and depth images

were captured in six different scenes as shown in Fig. 5.11. In this setup, Sensor

a transmits entire captured color and depth images to a central station (receiver).

Then, Sensor b is required to only transmit the uncorrelated color and depth

information that cannot be observed by Sensor a to the receiver. At the receiver,

the color and depth images captured by Sensor b are reconstructed using the

information transmitted by two sensors. As the entire color and depth images

captured by Sensor a are compressed and transmitted to the receiver, we only have

to evaluate the reconstruction quality of the images captured by Sensor b. The

depth images are usually complementary to the color images in many applications,

and in our framework the color images are reconstructed according to depth image

warping. The reconstructed color images are necessarily related to the reconstructed

depth images. If the color images are accurately reconstructed, the reconstructed

depth images are also precise. Therefore, in this set of experiments we focused on
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(a) Scene 1 (b) Scene 2 (c) Scene 3 (d) Scene 4 (e) Scene 5 (f) Scene 6

(g) Scene 1 (h) Scene 2 (i) Scene 3 (j) Scene 4 (k) Scene 5 (l) Scene 6

(m) Scene 1 (n) Scene 2 (o) Scene 3 (p) Scene 4 (q) Scene 5 (r) Scene 6

(s) Scene 1 (t) Scene 2 (u) Scene 3 (v) Scene 4 (w) Scene 5 (x) Scene 6

Figure 5.11: A demonstration of the scheme over six sets of images captured by
the RGB-D sensors: First and second rows show the images captured by Sensors
a, and b respectively. In the third row, image blocks transmitted by Sensor b are
shown (here black regions denote the image blocks that are not transmitted). The
fourth row shows the reconstructed images at the receiver side using the data sent
by Sensor b.
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evaluating the quality of the reconstructed color images.

A. Subjective Evaluation

The image blocks transmitted by Sensor b are shown in the third row of Fig. 5.11.

The black regions in each image indicate the information which is not transmitted

by Sensor b. The fourth row of the figure illustrates the reconstructed images using

the data sent by Sensor b.

It can be seen that the images captured by Sensor a have been warped and

stitched to generate the reconstructed color images captured by Sensor b. In the

reconstructed images of scene 2 and scene 4, we also observe the significant color

changes over the stitching boundary. This is because the illumination is inconsistent

in the scene and the images captured by various sensors have different brightness.

Generally, it is clear that the reconstructed images preserve the structural informa-

tion of the original images precisely.

B. Objective Evaluation

Although many methods have been proposed to compress multi-view images

[DVI`12, CCAS12, CCM12, WC07, GD07, MMS`09, LCLL07], they cannot be ap-

plied in our system, because these approaches either require the transmitter to

have the knowledge of the full set of images or only work on cameras with very

small relative pose. In our case, each sensor only has it own captured image and

the relative pose between two visual sensors is very large. To the best of our

knowledge, we propose the first distributed framework to efficiently code and

transmit images captured by multiple visual sensors with large pose differences.

We therefore do not have any work to compare ours against. For this reason, we

can only compare the performance of our framework with the strategies which

compress and transmit images independently.

As the color information is coded using PGF lossy mode, we can adjust the com-

pression ratio, which leads to different coding performance. The performance was
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Figure 5.12: Comparisons of PSNR (dB) achieved by compressing the images at
different compression ratios using the RPRR framework against transmitting them
independently.

evaluated according to two aspects: reconstruction quality and compression ratio.

We measured the Peak-Signal-to-Noise-Ratio (PSNR) between the reconstructed

and original images captured by Sensor b at different compression ratios. The

results are shown in Fig. 5.12. The line with square marks represents the result of

collaborative coding and sending the uncorrelated image information, whereas the

line with circle marks denotes the result of sending the entire image independently.

By referring to Fig.5.12, it is clear that RPRR framework can achieve much higher

compression ratios than independent transmission scheme. However, the PSNR

upper bounds achieved by RPRR framework are limited. It is because the recon-

struction quality depends on the depth image accuracy and correlations between

color images. Since the depth images generated by Kinect sensor is not accurate

enough, the displacement distortion of depth images, especially the misalignment

around the object edges, introduce noise in the reconstruction process. Another

reason is the inconsistent illumination between the color images captured by two

sensors. Even if the forward prediction/backward check process establishes the
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correct correspondences between two color pixels according to the transformation

between depth images, the values of these two color pixels can be very different

due to the various brightness levels in two images. These characteristics lead to

low PSNR upper bounds of the reconstructed color images. We can see that the

reconstructed color image in Scene 6 has the highest PSNR, it is because the relative

pose between two sensors is small, which leads to small differences in the structure

of the captured scenes and the brightness of their captured images. Therefore, more

information captured by sensor b can be reconstructed by information observed

by sensor a. Therefore, according to Fig. 5.11 (f), only a small number of blocks in

image captured by sensor b need to be transmitted. We also observe that Scene 2

and Scene 4 have the lowest reconstruction qualities, this is because the brightness

level is quite different in the color images captured by two sensors (see image

pairs shown in Fig. 5.11 (b)-(h), and Fig. 5.11 (d)-(j)). Although the structures of

the scenes are preserved nicely in the reconstructed color images, distinct color

changes over the stitching boundaries are shown in Fig. 5.11 (t) and (v). Subse-

quently, we can say that the RPRR framework is suitable to be implemented on the

applications with very limited bandwidth which require very high compression

ratios. It is because when the compression ratio increases, the quality of the color

image reconstructed by RPRR decreases more slowly than the quality of the image

compressed by the independent transmission scheme. Due to the large amount of

captured color/depth data and limited bandwidth, our proposed RPRR framework

fits well to the needs of VSNs equipped with RGB-D sensors.

C. Energy Consumption Evaluation

As their limited battery capacity on mobile sensors places limits on their perfor-

mance, a data transmission scheme that minimizes the transmission load must

not have a significant negative impact on the overall energy and bandwidth con-

sumption. In this section, we present our comparative measurements of the overall

energy and bandwidth consumption of the RPRR framework collected on our
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eyeBug mobile visual sensors.

The overall energy consumption of the RPRR framework can be measured by

ER
overall “ Eprocessing ` Eencoding ` Esending

“ Vo Iptp `Vo Iete `Vo Ists (5.7)

in which Vo denotes the sensor’s operating voltage, and Ip, Ie, and Is represent

the current drawn from the battery during processing, encoding, and sending

operations. Also, tp, te, and ts are corresponding operation times required for these

procedures.

The overall energy consumption when images are transmitted independently

can be measured as,

EI
overall “ Eencoding ` Esending

“ Vo Iete `Vo Ists. (5.8)

Note that, the operation times te and ts are different in two transmission schemes

as the image sizes change after removing the redundant information.

Our sensor operates at 15 V, and the current levels remain fairly constant during

each operation. We measured them as follows: Ip “ 0.06 A, Ie “ 0.06 A, and

Is “ 0.12 A. Our experiments show that in RPRR framework, due to different

compression ratios, the transmission time varies between 32 and 42 ms, and the

operational time for processing and encoding changes between 509 between 553

ms. The overall energy consumption of the RPRR scheme changes between 480

and 520 mJ depending on the compression ratio, and corresponding values for the

independent scheme are between 918 and 920 mJ. The data clearly shows that the

RPRR framework leads to the consumption of much lower battery capacity than

the independent transmission scheme. It cuts the overall energy consumption of

the sensor nearly by half. In RPRR framework, the energy consumption on two

sensors are asymmetric, if sensor a always transmits complete images, the energy
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Figure 5.13: Comparisons of bandwidth consumption required at different color
image compression ratios by using the RPRR framework against transmitting them
independently.

will be quickly drained. A simple method to prolong the network lifetime is that

two sensors transmit complete images alternatively. The current consumed by an

eyeBug in idle status is 650 mA. According to the experimental results above, the

theoretical operational time of RPRR on a pair of eyeBugs with 2500 mAh 3-cell

(11.1 V) LiPo batteries is around 5.2 hours. In this period, around 3.244 color images

with their corresponding depth images can be transmitted to the remote monitoring

station.

Finally, we compare the overall bandwidth consumption on transmitting two

depth images and two color images required by RPRR and independent trans-

mission scheme. The results are presented in Fig. 5.13. We can see that since the

compression ratio achieved by independent transmission scheme is limited, RPRR

framework can achieve much lower the bandwidth consumptions than indepen-

dent transmission scheme. It is also noticeable that when the compression ratio of

the color image is the same, RPRR framework has a smaller bandwidth consump-

tion. It is because only part of the color and depth images need to be transmitted

in RPRR, while complete depth image has to be delivered in independent trans-
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mission scheme. The data clearly shows that the RPRR framework leads to much

lower bandwidth consumptions than the independent transmission scheme.

5.5 Concluding Remarks

In this chapter, we first present a novel coding framework, called 3D Image Warping

based Depth Video Compression (IW-DVC), for efficiently removing the existing

redundancy in depth video frames captured by a mobile RGB-D sensor. In partic-

ular, the motion compensation scheme included in the framework is designed to

exploit the unique characteristics of depth images, and works cooperatively with

the egomotion estimation and 3D image warping.

Experimental results show that our motion compensation method reduces the

prediction errors of 2D-BMS and 3D-BMS for depth video captured by a mobile

sensor to 55.9% and 72.8% on average, respectively. The result also demonstrate

that the IW-DVC framework is capable of keeping the quality of the reconstructed

depth image at a high level and can accurately determine the newly observed

depth information in each frame. This significantly enhances the compression ratio.

Furthermore, the results show that the IW-DVC framework is capable of operating

in real time. As a final note, with the losslessly encoded I-frames, IW-DVC is

suitable for many applications that have high requirements for the accuracy of

keyframes.

In addition to the depth video coding scheme for a single sensor, we also in-

troduce a novel collaborative transmission framework that efficiently removes the

redundant visual information captured by the RGB-D camera-equipped nodes

of a mobile VSN. We consider a multiview scenario in which pairs of sensors

observe the same scene from different viewpoints. Taking advantage of the char-

acteristics of depth images, our framework explores the correlation between the

images captured by these sensors only using the relative pose information. Then,

only the uncorrelated information is transmitted. This significantly reduces the
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amount of information transmitted compared to sending two individual images

independently. Experimental results show that the RPRR framework increases

the compression ratio of the independent transmission scheme to 253.7% while

it reduces the energy consumption by 54.7% on average. The RPRR framework

is the first attempt to remove the redundancy in the color and depth information

observed by VSNs equipped with RGB-D sensors. The system consists of only two

mobile sensors at this stage. Redundancy removal between more than two sensors

is related to optimally assigning sensors to different subgroups. This is another

important topic in graph theory.
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CHAPTER SIX

CONCLUSIONS AND FUTURE WORKS

This thesis has dealt in the first place with sensor pose estimation in VSNs equipped

with RGB-D sensors. Then, based on sensor pose information, the thesis has pre-

sented a depth video coding scheme and a complete collaborative image coding

system architecture, yielding high-quality image rendering while retaining high

compression efficiency, to achieve efficient transmission of color and depth infor-

mation over bandwidth limited wireless channels. This chapter summarizes the

achievements and points out several perspectives for sensor pose estimation and

redundancy removal in VSNs which could be pursued as natural extensions of this

work.

6.1 Summary of Contributions

The work presented in the preceding chapters has focused on providing new

techniques for challenging problems in sensor pose estimation and efficient RGB-D

information communication for VSNs, particularly in the GPS-denied environments

and under severe communication constraints. The main contributions of this study

can be summarized as follows:

Distributed Relative Pose Estimation Algorithm

Chapter 3 provides a novel method for 6DoF relative pose estimation between

two RGB-D sensors, based on registration of the depth images captured by each
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other. The proposed algorithm is able to operate in indoor environments which do

not have GPS access. Our algorithm is based on the ICP algorithm, but explicitly

accounts for the situation where two views of a scene each see parts that are

occluded in the other view by making use of a beam imaging model implemented

by reweighting the least squares operation in ICP. Further, the bias introduced by

the beam model can be eliminated by symmetrizing across the two views. Finally,

in order to make the algorithm practical, we distribute the working load of the

algorithm to two sensors.

Self-Calibration Algorithm

Chapter 4 presents a new vision-based self-calibration algorithm for VSNs equipped

with RGB-D sensors. We first model a VSN as an edge-weighted graph. Then, based

on this model, and using real-time color and depth data, the sensors with shared

FoVs estimate their relative poses in pairwise. The scheme does not require a single

common view to be shared by all sensors, and it is able to operate in 3D scenes

without any specific calibration patterns or landmarks. The proposed scheme

evenly distributes working loads over the network. Therefore, the algorithm is

scalable and the computing power of the participating sensors is efficiently used.

Depth Video Coding Scheme

In Chapter 5, we propose a new method, called 3D Image Warping Based Depth

Video Compression (IW-DVC), for fast and efficient compression of depth images

captured by mobile RGB-D sensors. We have designed the IW-DVC method to

exploit the special properties of the depth data to achieve a high compression

ratio while preserving the quality of the captured depth images. Our solution

combines the sensor egomotion estimation and 3D image warping technique, and

includes a lossless coding scheme which is capable of adapting to depth data with

a high dynamic range. IW-DVC operates at high speed, is suitable for real-time

applications, and is able to attain an enhanced motion compensation accuracy
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compared with conventional approaches. It also removes the existing redundant

information between the depth frames to further increase compression efficiency.

Collaborative RGB-D Data Communication

In Chapter 5, we present the Relative Pose based Redundancy Removal (RPRR) scheme

for efficient color and depth information communication in bandwidth constrained

operational scenarios. This scheme focuses on detecting and eliminating the trans-

mission of redundant information gathered when multiple sensors have overlap-

ping FoVs. Conventional approaches employ image comparison algorithms to

determine the disparity among images and require at least one sensor to have

the full knowledge of images captured by the others. These approaches are in-

evitably centralized, and are not able to eliminate the transmission of redundant

information before its removal at each sensor. In contrast, in the RPRR scheme, the

nodes determine their relative pose, and by using this knowledge they are able

to distinguish the uncorrelated color and depth information from the rest locally.

Consequently, this mechanism, which operates in a distributed manner, enables the

nodes to transmit only non-redundant information. In this scheme, participating

VSN nodes detect and remove the redundant visual and depth information, leading

to a significant improvement in the efficiency of wireless channel usage.

With this study, we provide new tools to the sensor network and robotics

communities, which will enable and foster sensor/robot localization and RGB-D

information communication in VSNs, especially in bandwidth limited and GPS-

denied scenarios.

6.2 Future Research Directions

In this section we propose some future research directions that would be interesting

and useful to pursue.

The work on relative pose estimation in Chapter 3 is the first algorithm to
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estimate the poses of multiple RGB-D sensors. This algorithm can also be used to

register the depth frames captured by a single mobile sensor and derive the motion

of the mobile sensor. However, our algorithm is constrained to operate in static

scenes and it is not able to deal with dynamic objects in the environment. Therefore,

future work will concentrate on estimating sensor pose in dynamic environments.

There are very few studies focusing on this topic. The most straightforward idea is

to distinguish dynamic regions from the scene in the captured depth images. As

people walking around is the primary cause of the dynamic indoor scenarios, we

can first identify the dynamic regions using pedestrian detection algorithms [EG09].

After the dynamic regions are determined, the algorithm operates only on the static

regions of the captured depth frames. Thus, the adverse effects of the dynamic

scenes can be removed. However, as the pedestrian detection algorithms can hardly

operate in real time on computationally constrained sensors, the efficiency of the

algorithm remains a challenging problem.

The self-calibration algorithm proposed in Chapter 4 is not fully distributed.

In future, we plan to present a distributed solution to enhance the performance

of the current semi-centralized framework. In order to achieve this goal, we

require to upgrade the hardware of eyeBug. Thereby, eyeBug will obtain better

computational ability and be able to operate more complicated computer vision

algorithms. Further, we would like to develop an efficient algorithm which can

keep updating sensors’ relative poses in real time. This algorithm can be built on

our framework to realize the refinement process in cooperative localization when

sensors move in the scene.

The RPRR framework presented in Chapter 5 can only work on two RGB-D

sensors at the moment. Another future research direction can be realizing efficient

color and depth data communication in large RGB-D camera-equipped VSNs.

Determining the correlation among the images captured by more than two sensors

requires assigning sensors with overlapping FoVs to the same subgroups. As

the self-calibration method presented in Chapter 4 has the ability to determine
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neighboring sensors, this goal can be achieved by constructing an extended RPRR

framework. The extended RPRR framework is a combination of the self-calibration

method and the RPRR framework. In this framework, the primary sensor will be

selected as the root and all the other sensors will be linked to the primary sensor to

form a hierarchical tree structure. Each sensor will be assigned a rank (the root has

the lowest rank). Then, the redundancy in the observed images observed by nodes

with the same parents can be removed using the RPRR framework. By operating

this process from the leaves to the root rank-by-rank, the redundancy in the images

captured by the overall network can be removed.

In this thesis, we investigated efficient communication problems when sensors

have overlapping FoVs and removed the redundancy in the captured images.

Instead of removing the redundancy after capturing the correlated images, the

third research direction can focus on preventing the redundant information from

being captured. This involves camera selection and task assignment in VSNs

considering the strong resource limitations. We consider VSNs in which each sensor

can rotate its orientation. After determining sensor locations and orientations, the

next thing we need to do is to rotate the orientations of sensors to provide the best

possible coverage of events happening within the area of interest. In this process,

the overlapping FoVs between sensors can be eliminated. In order to achieve

this goal, greedy algorithms [SMGC08, XS07, LFSS11], evolutionary algorithms

[DMR11, SDN`12, SLKL13], and their combinations can be developed to maximize

the coverage area while achieving optimal resource allocation in the network.
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[WŞD13a] X. Wang, Y. A. Şekercioğlu, and T. Drummond. A Real-Time Dis-
tributed Relative Pose Estimation Algorithm for RGB-D Camera
Equipped Visual Sensor Networks. In Proceedings of the 7th ACM/IEEE
International Conference on Distributed Smart Cameras (ICDSC 2013),
pages 68–74, Palm Springs, USA, 2013.
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[WŞD`15b] X. Wang, Y. A. Şekercioğlu, T. Drummond, E. Natalizio, I. Fantoni,
and V. Fremont. Fast Depth Video Compression for Mobile RGB-D
Sensors. IEEE Transactions on Circuits and Systems for Video Technology,
PP(99):1–14, 2015.

[wsr] Wireless Sensor and Robot Networks Laboratory (WSRNLab). http:
//wsrnlab.ecse.monash.edu.au.

[XS07] X. Xu and S. Sahni. Approximation Algorithms for Sensor Deploy-
ment. IEEE Transactions on Computers, 56(12):1681–1695, Dec 2007.

[YG11] Z. Yao and K. Gupta. Distributed Roadmaps for Robot Navigation in
Sensor Networks. IEEE Transactions on Robotics, 27(5):997–1004, 2011.

[ZCWL12] Y. Zou, W. Chen, X. Wu, and Z. Liu. Indoor Localization and 3D
Scene Reconstruction for Mobile Robots Using the Microsoft Kinect
Sensor. In Proceedings of the 10th IEEE International Conference on
Industrial Informatics (INDIN 2012), pages 1182–1187, July 2012.

[Zha00] Z. Zhang. A Flexible New Technique for Camera Calibration. IEEE
Transactions on Pattern Analysis and Machine Intelligence, 22(11):1330–
1334, Nov 2000.

152

http://wsrnlab.ecse.monash.edu.au
http://wsrnlab.ecse.monash.edu.au


[ZHL10] J. Zhang, M. M. Hannuksela, and H. Li. Joint Multiview Video Plus
Depth Coding. In Proceedings of the IEEE International Conference on
Image Processing (ICIP 2010), pages 2865–2868, Hong Kong, China,
2010.

[ZKP13] B. Zeisl, K. Koser, and M. Pollefeys. Automatic Registration of RGB-
D Scans via Salient Directions. In Proceedings of the IEEE International
Conference on Computer Vision (ICCV 2013), pages 2808–2815, 2013.

[ZL13] C. Zhu and S. Li. A New Perspective on Hole Generation and Filling
in DIBR Based View Synthesis. In Proceeding of 2013 Ninth Interna-
tional Conference on Intelligent Information Hiding and Multimedia Signal
Processing, pages 607–610, Oct 2013.

[ZT05] L. Zhang and W. J. Tam. Stereoscopic Image Generation Based on
Depth Images for 3D TV. IEEE Transactions on Broadcasting, 51(2):191–
199, June 2005.

153


	Introduction
	Visual Sensor Networks
	Characteristics and Design Challenges
	RGB-D Camera-Equipped Visual Sensor Networks

	Thesis Objective and Contributions
	RGB-D Sensor Pose Estimation
	Efficient RGB-D Data Communication Schemes

	Organization of the Thesis
	Publications
	Journal Articles
	Conference Papers


	Sensor Pose Estimation and RGB-D Data Communication: the Current State-of-the-art
	Depth Image Registration for RGB-D Sensor Pose/Motion Estimation
	Feature-Based Registration
	ICP Variants
	Hybrid Approaches
	Limitations

	Extrinsic Calibration for VSNs
	Pinhole Camera Model
	Extrinsic Calibration for Multiple Cameras

	Efficient Color and Depth Data Communication
	3D Video Coding
	Multi-View Image Compression and Transmission

	Summary

	Relative Pose Estimation Between Two RGB-D Sensors
	Introduction
	Problem Statement
	Sensor Model in a Maximum Likelihood Framework
	Beam-based Sensor Model
	Bidirectional Beam Model

	Motion Estimation Using ICP with Bidirectional Beam Model
	ICP Algorithm
	ICP with Bidirectional Beam Model
	Distributing the Algorithm to Two RGB-D Sensors

	Experimental Results and Discussion
	Dataset Simulations
	Turntable Simulations
	Mobile Visual Sensor Network Testbed Experiments

	Summary

	Self-Calibration for RGB-D Camera-Equipped VSNs
	Introduction
	Self-Calibration Algorithm
	Overview
	Assumptions
	Neighbor Detection and Initial Relative Pose Estimation
	Selection of Relative Poses
	Distributed Relative Pose Estimation Algorithm

	Experimental Results and Discussion
	Indoor Experiments
	Simulation Experiments

	Summary

	Efficient RGB-D Data Communication Schemes
	Introduction
	Depth Video Compression for a Mobile RGB-D Sensor
	System Overview
	Interframe Motion Estimation
	Forward Estimation/Reverse Check and Block-based Update
	Differential Huffman Coding with Multiple Lookup Tables (DHC-M)
	Decoding Process and Under-Sampling Problem

	Collaborative RGB-D Data Transmission for Multiple RGB-D Sensors
	System Overview
	Relative Pose Estimation
	Forward Prediction/Backward Check and Block-based Update
	Image Coding
	Post-Processing at Decoder Side

	Performance Evaluation
	Performance Evaluation of IW-DVC
	Performance Evaluation of RPRR Framework

	Concluding Remarks

	Conclusions and Future Works
	Summary of Contributions
	Future Research Directions


